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Heat dissipation and the related thermal-mechanical stress problems are the major obstacles in the develop-
ment of the three-dimensional integrated circuit (3D IC). Reliability management techniques can be used to
alleviate such problems and enhance the reliability of 3D IC. However, it is difficult to obtain the time-varying
stress information at runtime, which limits the effectiveness of the reliability management. In this article, we
propose a fast stress estimation method for runtime reliability management using artificial neural network
(ANN). The new method builds ANN-based stress model by training offline using temperature and stress data.
The ANN stress model is then used to estimate the important stress information, such as the maximum stress
around each TSV, for reliability management at runtime. Since there are a variety of potential ANN struc-
tures to choose from for the ANN stress model, we analyze and test three ANN-based stress models with three
major types of ANNs in this work: the normal ANN-based stress model, the ANN stress model with hand-
crafted feature extraction, and the convolutional neural network—(CNN) based stress model. The structures
of each ANN stress model and the functions of these structures in 3D IC stress estimation are demonstrated
and explained. The new runtime stress estimation method is tested using the three ANN stress models with
different layer configurations. Experiments show that the new method is able to estimate important stress
information at extremely fast speed with good accuracy for runtime 3D IC reliability enhancement. Although
all three ANN stress models show acceptable capabilities in runtime stress estimation, the CNN-based stress
model achieves the best performance considering both stress estimation accuracy and computing overhead.
Comparison with traditional method reveals that the new ANN-based stress estimation method is much more
accurate with a slightly larger but still very small computing overhead.
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1 INTRODUCTION

Three-dimensional integrated circuit (3D IC) is a promising technique to overcome the scaling
problems encountered in traditional 2D IC. It provides benefits in enabling heterogeneous integra-
tion, alleviating interconnect barrier problem, and improving power performance, and so on [3, 37].
The benefits are provided by integrating IC dies vertically, and connecting different die layers by
through-silicon vias (TSV) [28]. With so many advantages against traditional 2D IC, the 3D IC suf-
fers from severe thermal induced reliability problems, due to its poor heat removing ability in the
vertical dimension [19, 31] and the significant leakage power in today’s integrated circuits [9, 36].
The TSV structure makes the reliability even worse: Caused by different materials used in TSV and
die, thermal variations in both space and time lead to stress variations around TSV, which shortens
the lifetime of 3D IC [15].

Reliability management techniques [7, 17, 34, 43] can be applied to 3D IC to enhance the ther-
mal induced reliability, with power budget as constraint [26, 35]. However, most of the existing
reliability management methods aim at lowering the average temperature of the chip and min-
imizing temperature variation across different parts of the 3D IC body, due to the lack of stress
information.

Unfortunately, reliability management based on such simple temperature distribution optimiza-
tion is insufficient for 3D IC. Due to the mismatch in coefficients of thermal expansion (CTE) be-
tween silicon and the filling material of through-silicon vias (TSV), significant thermal stresses
will be generated in 3D IC, which will bring about the reliability problems such as cracking and
timing violation [27, 38]. As a result, it is important to estimate the stress at runtime speed to
enable accurate stress-aware reliability management for 3D IC.

Traditionally, stress in 3D IC can be estimated by finite element methods (FEM) [6, 16, 22, 25,
30, 40, 42] or approximated by analytical methods [2, 23]. However, none of them can be used
for reliability management: The FEM-based methods are computationally too expensive and the
analytical stress models can only be built for a fixed and uniform temperature distribution. Detailed
discussions on the existing 3D IC stress estimation methods can be found later in Section 2.

In this work, an artificial neural network—(ANN) based runtime stress estimation method is
developed for reliability management of 3D IC. The new method builds ANN-based stress model
by training offline using sampled temperature and stress data. The ANN stress model is then used
to estimate the important stress information, such as the maximum stress around each TSV, for re-
liability management at runtime. The major contributions of this work are summarized as follows:

e We have proposed an ANN stress model-based fast stress estimation framework that is
able to estimate important stress information at runtime speed for 3D IC. With the stress
information provided by the ANN stress model, more accurate stress-aware reliability man-
agement methods can be developed.

e We have analyzed three different ANN stress models based on three major types of ANNs:
the normal ANN-based stress model, the ANN stress model with hand-crafted feature ex-
traction, and the convolutional neural network—(CNN) based stress model. The structures
of each ANN stress model are demonstrated and the functions of these structures in 3D IC
stress estimation are analyzed and explained.

e We have tested the performance of the ANN-based fast stress estimation method. Exper-
iments show that the new method is able to estimate important stress information at ex-
tremely fast speed with good accuracy for runtime 3D IC reliability enhancement.

e We have also compared the accuracy and computing overhead of the three ANN stress
models. We conclude that although all three ANN stress models show acceptable capabilities
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in runtime stress estimation, the CNN-based stress model achieves the best performance
considering both stress estimation accuracy and computing overhead.

e The new ANN-based stress estimation method is compared with the traditional fast stress
estimation method [23]. The experiments show that with a slightly larger computing over-
head, the new method is much more accurate than the traditional method, thanks to its
ability to consider temperature distribution/gradient around each TSV.

The remaining part of this article is organized as follows. In Section 2, we first review some
important research in stress estimation for 3D IC. In Section 3, the traditional FEM-based stress
analysis is presented, which serves as the golden 3D IC stress analysis method and provides sam-
pling data for the new method. Then, we demonstrate the new runtime stress estimation method
for 3D IC using ANN in Section 4. In this section, the motivation and framework of the new method
are given first, followed by a comprehensive presentation of the three different ANN stress models.
The experimental results showing the performance of the fast stress estimation method are given
in Section 5. Finally, Section 6 concludes this article.

2 RELATED WORK

In this section, we briefly review some related research on 3D IC stress estimation.

Since stress has a significant impact on the reliability of 3D IC, measurement-based methods
were proposed to analyze the temperature induced stress in 3D IC with the assistance from optical
instruments. Stress analysis methods based on p-Raman spectroscopy and precision wafer curva-
ture technology were proposed in References [14, 29]. A method employing synchrotron X-ray
micro-diffraction to estimate the stress in 3D IC was proposed in Reference [4]. However, these
methods require additional optical instruments for the measurement process, and thus they cannot
be used for runtime reliability management of 3D IC.

In addition, many FEM-based methods have been proposed to accurately estimate the stress
around TSV [6, 22, 30]. Several faster FEM-based methods were proposed using linear superpo-
sition principle in References [16, 25, 40]. Zhou et al. improves the traditional FEM-based stress
estimation method by using parallel adaptive FEM [42]. Although these methods are able to esti-
mate the stress around TSV accurately, they cannot be applied to runtime thermal stress analysis
due to the extremely high computing costs of FEM.

To speed up stress estimation, some analytical stress model-based methods have been proposed
to calculate the thermal stress around TSV. Researchers proposed a uniaxial thermal stress analyt-
ical model for TSV in Reference [2]. To consider biaxial stress, an improved thermal stress model
was proposed in Reference [23]. However, these analytical stress models are designed to perform
corner-based analysis with a fixed and uniform temperature distribution. In other words, they are
not designed to consider temperature variation in time and temperature gradient in space, which
both change drastically in multi-core 3D IC systems. As a result, these analytical stress models
cannot be used for runtime reliability management that requires real-time stress information ac-
cording to current spatial temperature distribution on chip.

3 TRADITIONAL STRESS ANALYSIS FOR 3D ICS USING FEM-BASED METHOD

In this section, we introduce some preliminaries of FEM-based stress modeling for 3D IC with the
appearance of TSVs. The FEM-based method serves as the golden 3D IC stress analysis method. It
also provides sampling data for the training process of the new runtime stress estimation method.

Different 3D IC chips may have different TSV distributions. For example, the TSVs may dis-
tribute uniformly [39] on chip as shown in Figure 1(a), and they may also form nonuniform
distribution [24] as shown in Figure 1(b) or random distribution as shown in Figure 1(c). For
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(a) A 3D IC with uniform TSV dis- (b) A 3D IC with nonuniform TSV (c) A 3D IC with random TSV dis-
tribution. distribution. tribution.

Fig. 1. Three-dimensional ICs with different TSV distributions. For simplicity, package structure is not shown

in the figure.
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(a) Side view showing the two die layers connected (b) Bottom view of chip showing
with 144 TSVs. the 16-core architecture for each

layer.

Fig. 2. A 32-core (16 cores on each layer) 3D IC with uniform TSV distribution built in COMSOL. Package

structure is not shown in the figure.
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(a) Cross-section view. (b) Longitudinal-section view.

Fig. 3. TSV filled with Cu with a SiO3 liner.

demonstration here, we build a two-layer 3D IC chip structure with uniform TSV distribution
in COMSOL as shown in Figure 2. A popularly used TSV structure [22] with full copper filling and
a silicon dioxide liner between copper and silicon applied is shown in Figure 3.

As a necessary structure in 3D IC, TSVs, however, lead to the thermal induced stress problem,
which harms the reliability of the chip. There are two major reasons for the problem. For the first
reason, TSV usually has a much higher thermal conductivity than silicon wafers because of the
materials it used. As a result, a large temperature gradient may appear in the area close to TSV,
which usually leads to large thermal stress. For the second reason, the mismatch in CTE also brings
significant stress increase. The CTE of copper is 17¢ — 6 K™!, which is nearly seven times larger
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than that of silicon (2.56e — 6 K™!). When temperature increases with the same degree, the copper
expansion will be much more significant than silicon, resulting in considerable stress.
The stress in solid in Cartesian coordinate can be expressed as [6]:

Eax 0T
hEko T a
Eax oT
—f =k — ittt
Ea oT
—f =k, - Rl
f 1-2v 0z

where

‘ 62u+62 0%u () 62u+ 0%v . 0w
*TH\ o T a2 T oz ox? " dyox | 0z0x)°

= 0%v . 0%v . 0%v () 0*u . 0%v . 0w
v =H\oxz T oy T 22 xdy | 9y 9zdy)’

k =/1(az—w+62 0w )+(;1+/1)((92 O +aZ )

‘ ox2 " ayr | 822 oxdz dydz 022 )’
E

2(1+v)’

B Ev

T A+v)(1-2v)’

‘u:

The terms (fx, fy, f) are forces in the x, y, and z directions; (u, v, w) are displacements in the three
directions; E is the elastic modulus; v is the Poisson ratio; « is the thermal expansion coefficient;
T is the temperature; and p and A are the Lamé coefficients. From Equation (1), it can be observed
that (f, fy, fz) changes with temperature T.

As apowerful method for the analysis of thermo-mechanical stress in a complex structure where
experimental investigation is quite difficult, FEM method can be used to build the 3D IC stress
model based on Equation (1). We have built a two-layer 3D IC model with 12 X 12 TSVs uniformly
placed in the whole chip using the FEM-based software COMSOL. The size of whole chip is 1 cm X
1cm X 300 pum, and it is divided into 4 X 4 same-sized blocks to represent 16 cores. Both of the two
layers are 1 cm X 1cm X 100 pm as shown in Figure 2. For the TSV structure, we set the values of
r; and r, in Figure 3 as 20 pm and 24 pm, respectively. We also couple the solid heat conduction
field and the solid mechanical field. The stress-free temperatures of 3D IC can be set differently
according to different manufacturing processes (specifically, the common stress-free temperatures
are 300K [8], 323 K [20], and 548 K [15]). Using the FEM model, temperature and Von Mises stress
information can be extracted with different power distributions as model input.

Take the bottom layer as an example. From Reference [23], it is known that the stress in the
Z direction is 0, and as a result, we only need to analyze the stress in the 2D plane. Figure 4(a)
and Figure 4(b) show the temperature and Von Mises stress of bottom surface for a given power
distribution with stress-free temperature 300 K [8], respectively. By observation and comparison
of these two figures, it is easy to find out that stress depends not only on temperature but also on
TSV positions: There are many places that have higher temperatures but turns out to have smaller
stresses than that of some lower temperature places, because the previous places are much further
away from TSVs than the latter ones. This is an important observation that means that taking
only the temperature as the optimization consideration is insufficient for reliability management
methods.
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(a) Temperature (K) distribution.  (b) Von Mises thermal stress
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Fig. 4. Temperature and the corresponding Von Mises thermal stress distributions of the bottom surface of
the 3D IC with uniform TSV distribution in COMSOL, with stress-free temperature set as 300K [8].

4 RUNTIME STRESS ESTIMATION FOR 3D IC USING ARTIFICIAL NEURAL
NETWORK

In the previous section, we have shown that stress distribution in 3D IC realtes not only relates to
the temperature distribution but also to the TSV distribution. As a result, it is important to take
the stress information directly into account in reliability management methods. Unfortunately, the
FEM-based stress analysis method is too expensive to be used for reliability management, which
requires real-time stress information.

In this section, the new ANN-based runtime stress analysis method will be presented to solve
the problem above. We will start with showing the basic idea that leads to the ANN-based runtime
stress estimation method in Section 4.1. Then, the general framework of ANN-based stress model
is presented in Section 4.2. This framework is compatible with different ANN structures, so we
demonstrate three ANN stress models with different ANN structures. To be specific, the normal
ANN-based stress model is presented in Section 4.3, where the potential problem of this simple
ANN structure is also analyzed. An improved ANN stress model with hand-crafted feature extrac-
tion is shown in Section 4.4. Although this structure can be powerful in theory, its performance
highly depends on the human experience. Finally, the CNN stress model is demonstrated in Sec-
tion 4.5. With the automatic feature extraction ability specialized in image processing, the CNN
stress model should be powerful in runtime stress analysis.

4.1 The Basic Idea of Building the ANN-based Stress Model

In this part, we show the basic idea of using ANN-based stress model for runtime stress estimation
of 3D IC. The key observations and thinking that lead to the ultra fast ANN model-based stress
analysis are presented.

First, runtime 3D IC stress analysis can be performed for individual TSV instead of the full-chip.
As discussed in Section 3, TSV usually has a higher thermal conductivity than silicon wafers. As a
result, a large temperature gradient may appear in the area close to TSV, resulting in large stress. In
addition, large stress also tends to appear at the positions where different materials attach, that is,
near TSV [2, 23]. Because of the reasons above, the largest stress always appears not far away from
the TSV center as verified by Figure 4 and much related research [2, 15, 23]. These observations
indicate there is no need to build a full-chip stress model as in Section 3. Instead, a stress model
for each TSV is preferred to save computing time, especially for runtime usage where speed is
preferred over accuracy.
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Second, only very few important stress information like the maximum stress around each TSV is
needed for runtime reliability management of IC systems. In reliability model, thermal and stress
information is always chosen at the worst case, since we need such conservative condition to
guarantee the absolute safety of IC systems. For example, in the reliability model considering
stress migration effect, the mean time to failure (MTTF) of the IC system is calculated as [1, 32, 33]

Eq
MTTFgy = Ago "smekpTo (2)

where Ay, nsm, and E, are material-dependent constants, kj;, is Boltzmann constant, and T, is op-
erating temperature of the IC system. We can see from Equation (2) that MTTFsy; will be smaller
with larger stress o and larger operating temperature T,. In other words, larger stress and tem-
perature lead to a shorter lifetime. As a result, when the reliability model (2) is used for reliability
management, o in Equation (2) should be the maximum stress such that the MTTF is always un-
derestimated to guarantee the absolute safety of the IC system in the management process [33]. In
conclusion, runtime reliability management does not require full-chip stress information. Instead,
it relies on the important stress information like the maximum stress.

Third, ANN is a good candidate in modeling the complex relationship between the temperature
input and the important stress output. ANNs are a family of statistical learning models inspired
by biological neural networks (the central nervous systems of animals, in particular the brain),
they are widely used to estimate or approximate functions that can depend on a large number of
inputs. Especially, as a nonlinear model with complex internal connections, ANN shows signifi-
cant advantages in modeling the nonlinear complex systems. Such advantages have already led
to the huge success of applying ANN in computer vision, pattern recognition, speech recognition,
language processing, etc. [10]. According to the previous paragraph, the input and output of the
stress model are temperatures around each TSV and the important stress information of each TSV,
respectively. The relationship between such input and output is not direct and highly nonlinear.
As a result, as a nonlinear model specialized in modeling complex systems, ANN is chosen as the
compact stress model for runtime stress estimation.

As discussed above, the maximum stress around each TSV is chosen as the output of the compact
stress model to save the computing cost as it is the sufficient stress information required by 3D
IC reliability management. ANN, which is good at extracting the complex connections between
input and output, is used to capture the complex temperature-stress behavior in 3D IC.

4.2 The Framework of ANN-based Stress Model

In this part, the framework of the ANN-based stress model will be demonstrated, which works for
all ANN structures presented in this article. The new stress model aims at calculating the maximum
stress around each TSV on chip at runtime speed by taking the temperature distribution around
the TSV as input.

To be specific, an ANN stress model for each TSV is built with the input-output structure
as shown in Figure 5(a). The input of the model is the temperature around the TSV, written as
{1\, T, ..., Tn, }, where ng is the temperature grid number around each TSV. Because the largest
stress always appears not far away from the TSV center as discussed in Section 4.1, taking all
temperature data around one TSV as inputs introduces a lot of redundancy, which harms the
stress estimation speed and accuracy. As a result, we simply ignore the temperature informa-
tion for the grid elements that are further than a threshold distance, leading to significant redun-
dancy reduction. For runtime usage, the temperature around the TSV can be obtained by run-
time thermal estimation method with the help from the on-chip thermal sensors. There are many
runtime thermal estimation methods proposed recently. For example, the interpolation-based
method estimates the full-chip temperature with negligible computing overhead [21], and the
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(a) The input-output structure of (b) The function of one neuron in
the ANN based stress model. The the ANN based stress model.
model is composed of neurons

shown in Fig. 5b.

Fig. 5. The framework of ANN-based stress model. All ANN stress models presented in this article share the
same input-output structure and neuron function as shown in the figure.

leakage-aware thermal estimation method provides highly accurate temperature distribution at
runtime [36].

The model output is the maximum stress o. The ANN stress model is also compatible with
multiple outputs, denoted as {oy, 03, . . ., 0, }, Where n, is the output number. But in this work,
we focus on the single output case for simplicity, which is sufficient for reliability management at
runtime.

Internally, ANNSs are generally composed of interconnected “neurons,” which send messages to
each other. The neurons have the same structure as shown in Figure 5(b), representing the same
function (assume this neuron has n; inputs):

y=f<ixiw,-+b), (3)

where x; is the ith input, w; is the weight of x;, b is the bias, and y is the output. f is a nonlinear
function called the activation function. The common activation functions are tanh, sigmoid, and
relu. Their formulas are expressed as follows:

fx) = tanh(x) = S,
eX +e™*
f(x) = sigmoid(x) = =

f(x) = relu(x) = max(0, x).

Although all neurons have the same structure, multiple neurons can compose different layers,
and multiple different layers compose different complex neural networks.

The ANN stress model must be trained offline before it can be used for runtime stress estimation.
To perform training, many input (temperature around the TSV) and output (maximum stress) data
pairs (called samples) of the ANN stress model are first obtained (one data pair is obtained from one
TSV) by measurements or detailed FEM simulations of the 3D IC with different power/temperature
distributions. Then, the ANN stress model is trained using these data pairs (samples). Specifically,
training means tuning the network parameters (such as weights) to minimize the difference be-
tween the ANN stress model outputs (with the sample input data as input) and the sample output
data. After training, the ANN stress model can be used for runtime stress estimation. It will take
the temperature data around each TSV as input, and output the maximum stress estimation for
the corresponding TSV in a 3D IC. To achieve the best stress estimation accuracy, we recommend
collecting the training samples from the same 3D IC on which the runtime stress estimation is
performed.
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Input layer Hidden layers Output layer

(Temperature) (Stress)
| /—H

Fig. 6. A normal ANN-based stress model with two hidden layers, ng inputs and 1 output. All the adjacent
layers are fully connected in this model.

TSV

Fig. 7. The circular shaped temperature grid. Assume the plane around the TSV is divided into k pieces (each
piece with an angle 8 = 2xr/k in the figure) around the full circle by the radial lines and j rings divided by the
circles, making a total of ngy = k X j temperature inputs. T;(1), T;(2), . . ., T; (j) represent the j temperatures
of the ith piece.

With the same general framework presented above, the ANN stress model can have a variety
of structures. They have different model accuracy and compactness due to their different feature
extraction abilities. In the following parts, three ANN stress models with different structures will
be demonstrated, including the normal ANN-based stress model (Section 4.3), ANN stress model
with hand-crafted feature extraction (Section 4.4), and CNN-based stress model (Section 4.5).

4.3 The Normal ANN-based Stress Model

In general, the normal ANN-based stress model has a simple structure. It has multiple layers with
different numbers of neurons in each layer. The adjacent layers in the normal ANN-based stress
model are fully connected, i.e., the output of a neuron in the previous layer is connected to the
inputs of all neurons in the next layer.

An example of this normal ANN-based stress model is given in Figure 6. The first layer is called
the input layer and the last layer is called the output layer, forming the same input—output structure
as the ANN stress model framework shown in Figure 5(a). The other layers are called hidden layers.

To generate the input of the stress model, we generate temperature grids in a circular shaped
way as shown in Figure 7. Assume the plane around the TSV is divided into k pieces (each piece
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with an angle 6 = 27/k in the figure) around the full circle by the radial lines, and j rings divided
by the circles, making a total of n, = k X j temperature inputs. As discussed in Section 4.2, only
the temperatures of the grid elements close enough to the center are selected as inputs of the ANN.

The normal ANN stress model can be trained offline using the standard backpropagation (BP)
method in conjunction with an optimization method such as gradient descent. Since this training
process is standard and does not introduce runtime overhead, interested readers are referred to
Reference [10] for details.

The normal ANN-based stress model has a drawback: Its input temperatures have redundancies,
resulting in a less compact stress model. To be specific, the TSV and the areas around it have a
rotational symmetry property due to its round structure: Two different thermal/stress maps can be
exactly the same after a certain amount of rotation. This clearly indicates redundancy if we take
these two thermal/stress maps as different samples. We will show next that such redundancy can
be reduced by using the ANN stress model with hand-crafted feature extraction.

4.4 The ANN Stress Model with Hand-crafted Feature Extraction

As discussed previously, the normal ANN-based stress model presented in Section 4.3 has a prob-
lem: It has large input redundancy due to the rotational symmetry property of the TSV structure.
Such large input redundancy may lead to a large-sized ANN stress model with large computing
overhead or an ANN stress model with large stress estimation error.

To solve this problem, we introduce the second ANN stress model in this section. This model
has the same ANN structure as the previous one, but we add a hand-crafted feature extraction
procedure to the input data to reduce the redundancy in the original input.

The proposed hand-crafted feature extraction scheme is demonstrated in Figure 7. We first gen-
erate temperature grids in the same way as the normal ANN stress model presented in Section 4.3.
Assuming the plane around the TSV is divided into k pieces and j rings, we can calculate the to-
tal temperature value of all sections in each piece. For example, there is M; = T;(1) + T;(2) + - - - +
T;(j) for the ith piece. Then, we find the largest total temperature value and record the correspond-
ing piece’s angle, with respect to a reference line. Finally, we are able to rotate the largest total
temperature piece back to the reference line for all samples and solve the rotational symmetry
problem.

The remaining procedures (such as the training process) of the ANN stress model with hand-
crafted feature extraction are the same as the normal ANN stress model, because they basically
share the same internal network structure.

4.5 The CNN-based Stress Model

4.5.1  Motivation of Using CNN for Automatic Feature Extraction in Runtime Stress Estimation.
In the previous part, we have shown an improved ANN stress model with hand-crafted feature
extraction scheme. However, building such a model requires human observation and experience in
finding the redundancies inside the input to extract the key features. Since there can be a variety of
redundancies and features, it is extremely difficult to design an efficient feature extraction scheme
based on human experience. Taking the hand-crafted feature extraction scheme in Section 4.4 as
an example, it still has two drawbacks.

First, the temperature data are reshaped and flattened as a vector, which is then fed to the ANN
stress model as the input. However, the temperature information around each TSV clearly has spa-
tial correlations in the two-dimensional space on the horizontal plane. Within the plane, there are
correlation and gradient related features in the temperature data, but flattening these temperature
data into a vector makes extracting these spatial features even more difficult.
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Input layer  Convolutional ~ Pooling More convolutional Flatten Hidden Output layer
(Temperature) layer layer and pooling layers  layer layer (Stress)
|

Convolution

and activation ~ Pooling

Fig. 8. Structure of the CNN-based stress model. Each square in the figure represents a data matrix, which is
also called feature map in convolutional layer and pooling layer. The convolutional layer includes both convo-
lution and activation operations. In each convolutional/pooling layer, there are multiple convolution/pooling
operations working in parallel. There can be multiple convolutional and pooling layers appearing alternately
in the CNN stress model shown as “More convolutional and pooling layers” in the figure. The input and
output of the CNN stress model follow the ANN stress model framework shown in Figure 5(a), except that
the input of the CNN stress model is stored in matrix form rather than in vector form.

Second, the hand-crafted feature extraction procedure could be much more complex than ex-
ploiting the rotational symmetry property. Although we know considering the rotational symme-
try only is insufficient to unleash the full potential of the ANN stress model, designing a more
advanced feature extraction scheme by observation is too difficult for human.

Based on the reasons above, we further analyze the performance of the ANN stress model with
automatic feature extraction. Specifically, we introduce the CNN [18] to perform the automatic
feature extraction at the input stage of the ANN stress model. With the CNN structure, the two-
dimensional features can be extracted, leading to a more accurate stress estimation.

CNN is specialized in handling data with a gridlike pattern, because it can process data in the
plane by extracting the distribution and gradient related features automatically [10]. Because of
this, CNN has been tremendously successful in applications such as image processing and pattern
recognition.

Similarly to image processing, stress estimation also deals with gridlike data input, since the
temperature grids around each TSV are just like a picture. We can even convert the temperature
data into a picture by replacing the temperature values with standard gray-scale values. As a result,
CNN model, which specializes in extracting features from two-dimensional gridlike data, can be
applied to our fast stress estimation problem at the input feature extraction stage.

4.5.2  The General Structure of the CNN-based Stress Model. CNN is defined as the neural net-
work that implements convolution operation in at least one of its layers. The structure of CNN used
for runtime stress estimation in this work is shown in Figure 8, with the following data processing
flow. First, we import the same input temperature data as in the ANN stress model framework
into the CNN stress model. Second, the convolutional layer and pooling layer will process the in-
put temperature data and extract its key features as the output data matrices called feature maps.
Note that there are multiple convolution/pooling operations working in parallel in each convo-
lutional/pooling layer. We can also repeat these two steps by adding multiple convolutional and
pooling layers. Third, a flatten layer will flatten the feature maps in matrix form into vector form,
which is then fed into a fully connected neural network. Finally, the maximum stress around the
TSV is obtained as the output of the fully connected neural network.
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Fig. 9. lllustration of the convolution process in the convolutional layer of the CNN stress model.

Next, we will look into each layer of the CNN-based stress model and specially focus on the
two important layers: the convolutional layer and the pooling layer. The functional details of each
layer in the stress estimation process will be illustrated.

4.5.3 The Input Layer of the CNN Stress Model. First, at the input layer shown in Figure 8, tem-
perature distribution data at ny positions around the TSV is directly input as a ngy X ng temperature
matrix (with ny = nZ). This is because the CNN operates directly on the two-dimensional matrix
data (or high-dimensional tensors in general), unlike the normal ANN, which operates on vector
data. The element value in the input temperature matrix is the temperature value at the corre-
sponding spatial position around the TSV, which is similar to the gray-scale value of a picture.

4.5.4 The Convolutional Layer and Its Properties. The convolutional layer in Figure 8 performs
convolution operation, which is one of the key operations in the CNN stress model. The main
purpose of performing convolution in stress estimation is to eliminate the redundancies in the
input matrix and storing only the important information into a smaller output matrix called feature
map. The convolution operation can be expressed as the following equation:

N Nk
CGi,j)= ) D K(p.q) - D(i+p—1,j+q-1), )
=1 gq=1
where C is the output feature map matrix with C(i, j) as its element at the ith row and jth column
(we also use the same representation in other matrices like K). K € R"*" is the convolution
kernel matrix, with kernel size ny. X ny. D is the input matrix of convolution operation.! To extract
different features of the input data, usually there are multiple convolution operations with different
convolution kernels working in parallel on the input data, as shown in Figure 8.

The convolution process is demonstrated in Figure 9. From this figure, it is clear that the con-
volution process, usually represented in matrix form (as in Figure 8), is also composed of the basic
neuron structure shown in Figure 5(b). There are two special properties of the convolutional layer
compared to the normal ANN layer. First, the convolutional layer has sparse connectivity, while

1For the first convolutional layer of the CNN stress model, D € R"d*"d is composed of temperatures around the TSV, i.e.,
T, T, ..., Tng, where ng = nfi
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Fig. 10. A data map processing example in convolutional layer and pooling layer.

normal ANN is fully connected. For example, D(1, 1) in the convolutional layer is only connected
to C(1,1). Second, there are weight shares for different connections in the convolutional layer,
while the weights of different connections are generally different for normal ANN. This also means
convolutional layer usually has much fewer weights than a normal ANN layer. To be specific, as
defined in Equatoin (4), the weights in convolution are actually the convolution kernel matrix el-
ements. For the example shown in Figure 9, there are only four weights (K(1,1), K(1, 2), K(2, 1),
and K (2, 2)) in the convolutional layer, and weight K(1, 1) is shared by four connections (D(1,1)
to C(1,1), D(1,2) to C(1,2), D(2,1) to C(2,1), and D(2, 2) to C(2, 2)).

The two properties presented above lead to several advantages of the CNN stress model in fast
stress estimation. First, stress estimation using CNN is faster than using a normal ANN structure,
due to the sparse connectivity property in CNN. Equivalently, it also means we can build a larger
and deeper network using CNN than using normal ANN, with the same runtime overhead. In
addition, the weight sharing property means the storage requirement is smaller for CNN with the
same size.

More importantly, the two properties lead to the fact that convolution is very efficient in ex-
tracting the features of the input temperature data, especially in detecting the shape of the large
spatial gradients (which is also called detecting the edge features) [10]. Since stress is caused by
large temperature gradient as discussed in Section 3, large stress tends to appear in places with
large temperature gradients, or in other words, with obvious edge features. These edge features
can be extracted by convolution efficiently.

Now, we employ a specific example in Figure 10 to show the convolution process in edge fea-
ture extraction. The temperature data map around a TSV is presented in Figure 10(a), which is
equivalent to a gray-scale image shown in Figure 10(b). Subsequently, the convolution operation
is performed on the original temperature data map with a trained convolution kernel. The feature
map after convolution is given in Figure 10(c), with edge features clearly visible.

After convolution, activation is applied to the output matrix in the convolutional layer. This is a
standard operation to enable the nonlinear modeling ability of neural network as presented before
in Section 4.2.

4.5.5 The Pooling Layer and Its Properties. Now we present the pooling layer, which always
appears after the convolutional layer as shown in Figure 8.

The pooling layer further shrinks the size of its input feature map (which is also the output
feature map of the convolutional layer). This process is done by outputting only one single statistic
for several adjacent data elements in the input feature map. Specifically, each output element of
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with 64 TSVs. the 16-core architecture for each
layer.

Fig. 11. A 32-core (16 cores on each layer) 3D IC with nonuniform TSV distribution built in COMSOL. Pack-
age structure is not shown in the figure.
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(a) Side view showing the two die layers connected (b) Bottom view of chip showing

with 50 TSVs. the 16-core architecture for each
layer.

Fig. 12. A 32-core (16 cores on each layer) 3D IC with random TSV distribution built in COMSOL. Package
structure is not shown in the figure.

the pooling layer is computed from n, X n, adjacent elements of a local square within the input
feature map, by using a function such as taking the average (called the average pooling) or taking
the maximum (called the max pooling) of these adjacent input elements, where n, X n,, is called
the pooling window size. The input elements for different output elements do not overlap. So the
output feature map of the pooling layer is nf, times smaller than its input feature map.

The main purpose of using pooling operation in stress estimation is to make the features invari-
ant to small position changes in the input feature map, such that the exact position information
is dropped as redundant information. In stress estimation, we usually care much more about the
presence of the features than the exact positions of these features. For example, the maximum
stress around the TSV, which is the final output of the stress model, is determined by a local tem-
perature pattern feature rather than such feature’s exact location. Thus, the exact feature position
information can be dropped by using the pooling operation without effecting the final output ac-
curacy, leading to a much smaller output feature map after pooling. More importantly, the max
pooling operation makes the CNN structure immune to the rotational symmetry problem in the
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Table 1. Sample Numbers for Training and Validation of Each Stress-free Temperature

| Sample type | TSV | Power | Sample# | Totalsize |
Training Uniform Synthetic 11,520 225 MB
Uniform Synthetic 2,880 56 MB
Uniform SPEC 2,880 56 MB
Validation Nonuniform Synthetic 3,200 63 MB
Nonuniform SPEC 3,200 63 MB
Random Synthetic 3,000 61 MB
Random SPEC 3,000 61 MB

Table 2. General Hyperparameters
for Training and Validation of the
ANN Stress Models

Parameter name Settings
Batch size 10
Learning rate 0.1
Training epoch 5

69:15

Table 3. Stress Estimation Accuracy Results of the Normal ANN-based Stress Model on 3D IC with
Uniform TSV Distribution in Figure 2

Synthetic power SPEC power
Hidden layer
configuration Mean error (%) Max error (%) Mean error (%) Max error (%)
300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K
20 7.10 9.88 9.71 35.6 37.6 39.8 7.16 9.85 10.28 | 37.8 35.9 40.3
40 6.48 9.46 9.78 24.8 34.3 34.6 6.51 9.43 9.81 33.5 29.7 36.2
60 5.94 7.35 7.65 27.7 32.8 28.7 5.97 7.53 7.74 25.7 31.4 30.1
140 5.96 7.46 8.31 20.5 27.1 36.5 6.14 7.51 8.33 26.1 27.6 32.4
200 6.07 8.62 9.05 22.3 34.5 32.4 6.08 8.57 8.95 21.5 33.2 29.8
40; 10 5.50 8.89 7.71 25.7 33.6 33.6 5.73 8.89 7.63 19.8 27.1 25.5
55; 15 4.94 5.67 6.38 17.2 20.7 24.7 5.11 5.44 6.40 22.3 24.0 21.9
70; 20 5.41 6.98 7.56 25.4 23.4 32.8 5.75 7.02 7.62 21.1 28.3 24.6
90; 40 6.00 7.14 8.70 21.6 26.9 24.8 6.11 7.54 8.77 19.3 26.5 31.7
140; 60 5.99 7.51 7.25 19.7 21.7 26.7 6.03 7.33 7.42 23.8 30.2 28.6
200; 80 6.31 8.95 7.07 21.4 32.4 31.5 6.52 9.11 7.21 23.2 34.8 27.9
40; 105 5 6.32 8.37 7.89 21.9 29.4 32.6 6.35 8.24 8.01 24.9 27.8 29.1
55; 15; 10 6.05 5.97 6.86 24.8 25.1 30.5 6.11 6.02 7.01 21.1 23.9 25.0
80; 30; 15 5.68 6.88 6.73 18.3 32.6 34.1 5.62 7.03 6.45 19.7 27.1 22.8
120; 60; 20 5.36 7.76 7.39 23.5 31.2 33.8 5.63 8.00 7.14 26.1 29.3 30.5
200; 80; 30 5.26 9.62 9.71 19.1 36.3 34.6 5.66 8.83 8.59 31.5 28.4 29.1
60; 30; 15; 5 15.4 18.2 18.9 45.6 43.9 50.1 13.9 16.7 17.5 55.3 49.8 57.2
200; 120; 60; 20 18.7 17.3 16.7 52.1 51.2 52.3 17.9 18.5 15.5 49.2 54.7 58.3

The neuron numbers in different hidden layers are separated by semicolon in the “Hidden layer configuration” column;

300K, 323K, and 548K denote the stress-free temperatures.
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Table 4. Stress Estimation Accuracy Results of the Normal ANN-based Stress Model on 3D IC with
Nonuniform TSV Distribution in Figure 11

Synthetic power SPEC power
Hidden layer
configuration Mean error (%) Max error (%) Mean error (%) Max error (%)
300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K
20 7.53 10.1 10.0 41.2 40.3 42.8 7.36 9.99 10.0 38.4 32.5 36.1
40 7.01 9.65 10.6 30.5 31.8 38.9 6.78 9.63 9.97 34.6 30.8 32.5
60 6.81 8.13 7.74 35.6 29.9 30.5 6.13 7.69 7.84 26.8 335 28.1
140 6.32 7.82 8.75 23.7 26.3 31.8 6.36 7.76 8.54 25.8 29.0 31.6
200 6.53 8.33 8.87 27.9 33.5 29.0 6.29 8.53 8.87 23.9 30.4 27.3
40; 10 5.87 9.01 7.98 28.2 314 27.1 5.92 8.76 7.89 19.8 27.1 25.6
55; 15 5.27 5.83 6.55 19.4 23.9 21.8 5.26 5.39 6.48 19.0 25.7 234
70; 20 5.83 7.34 7.74 29.7 38.6 26.4 5.86 7.32 7.74 23.2 24.7 28.9
90; 40 6.35 7.48 8.97 315 27.9 34.0 6.41 7.60 8.59 23.8 28.6 30.2
140; 60 6.38 7.88 7.73 33.2 28.5 24.1 6.51 7.48 7.36 25.6 29.1 27.3
200; 80 6.84 9.65 7.56 25.7 29.4 36.6 6.83 9.01 7.35 27.1 32.3 27.6
40; 10; 5 6.69 8.55 8.11 23.2 27.5 31.2 6.68 8.41 8.15 26.1 28.7 30.8
55;15; 10 6.58 6.34 7.10 20.8 32.4 28.5 6.52 6.16 7.33 23.7 25.9 27.3
80; 30; 15 5.97 7.16 6.99 28.9 24.7 314 5.93 7.18 6.52 20.9 25.8 25.7
120; 60; 20 5.78 8.15 7.40 314 28.4 26.8 5.85 8.41 7.37 255 30.4 32.6
200; 80; 30 5.80 8.92 7.20 35.1 38.5 28.4 5.90 8.87 8.63 37.6 31.5 29.7
60; 30; 15; 5 15.5 18.7 17.1 55.9 57.8 47.2 16.4 17.7 16.9 52.4 58.1 53.9
200; 120; 60; 20 | 18.9 17.6 18.3 56.0 46.3 60.8 18.1 18.6 17.3 56.7 55.0 50.8

The neuron numbers in different hidden layers are separated by semicolon in the “Hidden layer configuration” column;
300K, 323K, and 548K denote the stress-free temperatures.

TSV structure presented previously in Section 4.3, because it has been proved that max pooling
over spatial positions is naturally invariant to translation [11].

Now, we continue to use the example in Figure 10 to illustrate the effect of the pooling operation
on stress estimation. We process the input feature map shown in Figure 10(c) using max pooling
operation (with pooling window size 2 X 2), and then the output feature map after pooling is shown
in Figure 10(d). The two feature maps (before and after pooling) look very similar to each other,
meaning the pooling operation successfully preserved the important features of the input feature
map. Furthermore, the output feature map in Figure 10(d) is four times smaller (with 28 x 28 data
elements) than the input feature map in Figure 10(c) (with 56 x 56 data elements). This is because
the pooling operation reduces the redundancies in the input feature map by dropping the exact
feature position information. This example proves the benefits of pooling: The feature map size is
reduced while the key features in the original feature map are well preserved.

4.5.6 The Rest of the Layers after the Pooling Layer. As shown in Figure 8, after pooling, the
flatten layer will transform the two-dimensional feature maps into a data vector. The data vector
will be further processed by a fully connected ANN. Finally, the maximum stress will be outputted
by the fully connected ANN, which completes the whole stress estimation process using the CNN-
based stress model.

5 EXPERIMENTAL RESULTS

In this section, we present the experimental results to show the performance of the fast stress
estimation method for 3D IC using ANN-based stress models.
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Table 5. Stress Estimation Accuracy Results of the Normal ANN-based Stress Model on 3D IC with
Random TSV Distribution in Figure 12

Synthetic power SPEC power
Hidden layer
configuration Mean error (%) Max error (%) Mean error (%) Max error (%)
300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K
20 7.48 10.3 9.8 36.7 42.5 43.1 7.45 9.83 10.7 41.2 37.5 33.1
40 7.15 9.33 10.2 32.4 34.8 36.9 6.55 9.72 9.54 33.1 37.8 30.2
60 6.68 8.41 7.59 38.2 27.9 33.7 6.08 7.71 7.56 23.9 30.5 28.8
140 6.48 7.73 8.66 25.9 22.4 30.1 6.42 7.58 8.33 22.7 28.3 30.3
200 6.24 8.10 8.57 23.5 30.4 28.2 6.29 8.46 8.62 24.7 31.5 26.8
40; 10 5.51 9.21 7.83 26.7 30.4 28.3 5.87 8.65 7.93 20.6 28.7 27.3
55; 15 5.24 5.91 6.49 18.9 24.6 22.3 5.31 5.34 6.46 18.7 23.8 22.3
70; 20 591 7.47 7.68 28.2 33.5 271 6.11 7.23 7.65 21.3 25.1 27.6
90; 40 6.38 7.39 8.86 32.4 29.6 32.1 6.33 7.46 8.36 22.4 27.9 25.3
140; 60 6.33 7.92 7.78 33.6 24.7 25.6 6.38 7.79 7.46 27.3 28.4 29.2
200; 80 6.59 9.31 7.68 23.9 28.6 32.1 6.97 9.15 7.21 25.1 30.8 26.8
40; 10; 5 6.58 8.64 8.23 24.9 25.8 30.3 6.63 8.39 8.37 27.3 26.5 31.6
55; 15; 10 6.46 6.55 7.13 20.6 323 271 6.34 6.05 7.28 24.2 24.3 26.4
80; 30; 15 5.86 7.33 6.82 28.6 23.1 28.3 5.97 7.22 6.72 21.8 27.3 28.1
120; 60; 20 5.69 8.23 7.38 32.0 27.6 27.3 5.66 8.72 7.43 24.6 28.3 30.1
200; 80; 30 5.72 8.83 7.16 34.3 36.7 29.8 5.83 8.66 8.72 38.1 32.0 28.9
60; 30; 15; 5 14.6 17.3 18.2 56.7 58.6 52.3 14.6 16.1 18.3 54.8 57.3 59.7
200; 120; 60; 20 19.3 18.4 17.6 58.1 49.6 57.3 16.1 17.8 15.9 54.9 58.2 53.7

The neuron numbers in different hidden layers are separated by semicolon in the “Hidden layer configuration” column;
300K, 323K, and 548K denote the stress-free temperatures.

5.1 Experimental Settings

The training and validation procedures of all ANN stress models are performed using the open
source deep learning toolbox Apache MXNet framework [5] on a laptop PC with 2.50GHz dual-
core four-thread CPU and 8GB memory.

The stress-free temperature of 3D IC can be different depending on different manufacturing
processes. In this experiment, we set three common stress-free temperatures as 300K [8], 323K [20],
and 548K [15].

The temperature and stress data for training and validation in this experiment are obtained from
3D IC models built in COMSOL 5.0. To be specific, the training data are generated from 3D IC with
144 uniformly distributed TSVs (see Figure 2) as presented previously in Section 3. The validation
data are obtained from three 3D ICs: the first one with the same structure as the one used to
generate training data (see Figure 2), the second 3D IC model with a common nonuniformly TSV
distribution containing 64 TSVs [24] (see Figure 11), and the third 3D IC model with random TSV
distribution containing 50 TSVs (see Figure 12). All the 3D ICs share the same TSV structure as
shown in Section 3.

The training and validation sample numbers are summarized in Table 1, where each sample
contains the input temperature distribution data and the corresponding stress distribution data
around a TSV. As shown in the table, for each stress-free temperature, we get 11,520 training
data samples (with a total data size of 225MB) by simulating the 3D IC model in COMSOL with
different power distributions. Specifically, the power distributions for training are created man-
ually (called synthetic power), which should be diverse enough to cover the power range from
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Table 6. Stress Estimation Accuracy Results of the ANN Model with Hand-crafted Feature Extraction
on 3D IC with Uniform TSV Distribution in Figure 2

Synthetic power SPEC power
Hidden layer
configuration Mean error (%) Max error (%) Mean error (%) Max error (%)
300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K
20 5.53 7.56 7.60 254 21.9 32.7 5.61 7.49 7.78 28.1 30.3 31.9
40 5.57 7.21 6.41 21.0 29.7 34.1 5.63 7.31 6.38 23.5 26.7 254
60 4.97 4.86 5.74 17.4 22.6 253 4.83 5.21 5.73 21.5 27.0 31.2
140 4.23 6.23 3.99 22.3 25.2 18.2 4.21 6.15 4.17 19.2 25.4 21.8
200 4.12 6.64 4.68 23.1 28.1 25.2 4.24 6.68 4.59 16.7 213 23.0
40; 10 3.66 4.97 5.92 15.9 235 23.8 3.72 4.85 5.98 14.8 19.6 21.9
55; 15 3.24 4.26 3.17 16.0 16.9 15.8 3.32 4.41 3.26 13.2 16.7 12.5
70; 20 3.53 4.69 3.77 21.8 18.5 18.3 3.58 4.71 3.68 15.6 18.2 14.7
90; 40 3.86 5.18 541 23.6 16.7 25.4 3.74 5.09 5.52 12.9 20.1 19.6
140; 60 4.27 6.62 6.29 18.7 21.8 29.8 4.36 6.43 6.34 18.4 25.2 23.4
200; 80 4.13 5.83 6.68 17.9 23.9 24.2 4.78 5.92 6.47 19.6 23.8 30.8
40; 10; 5 4.40 451 4.27 20.2 19.8 19.1 4.43 4.48 5.61 16.7 18.3 22.6
55;15; 10 4.60 4.46 5.49 19.3 25.7 19.8 4.67 4.73 5.52 18.6 21.9 23.2
80; 30; 15 4.09 5.23 3.61 25.8 214 235 4.53 5.38 3.89 17.3 26.5 17.1
120; 60; 20 4.53 6.27 3.51 19.3 23.6 20.1 4.79 6.01 3.97 21.5 24.0 17.3
200; 80; 30 4.21 6.50 5.98 23.7 22.9 253 4.71 6.48 5.82 22.9 30.2 27.5
60; 30; 15; 5 14.6 18.5 17.4 40.5 423 49.6 13.5 17.9 19.1 40.9 52.1 49.3
200; 120; 60; 20 | 17.7 17.2 18.7 42.9 51.0 453 17.3 18.2 16.5 43.7 55.6 52.8

The neuron numbers in different hidden layers are separated by semicolon in the “Hidden layer configuration” column;
300K, 323K, and 548K denote the stress-free temperatures.

the low power (idle state of core) to the high power (high-performance state of the core) for each
core. In this work, we randomly set the power of each core to be between 0 W and 3 W, which
leads to a wide temperature range of 293K to 393K (20 °C to 120 °C) to cover the temperature
range of everyday use of the chip. We also generate 18,160 data samples (with a total data size of
360MB) for validation. To test the generality of the new ANN stress models, the validation data
samples are generated in different ways. First, we generate 2,880 samples using the 3D IC with uni-
form TSV distribution and synthetic power (“Uniform” TSV distribution and “Synthetic” power in
Table 1). Second, we generate 2,880 samples using the 3D IC with uniform TSV distribution and
SPEC CPU 2000/2006 benchmark power [12, 13], where the benchmark powers are randomly as-
signed to cores (“Uniform” TSV distribution and “SPEC” power in Table 1). In a similar way, we
obtain 3,200 samples using the 3D IC with nonuniform TSV distribution and synthetic power
(“Nonuniform” TSV distribution and “Synthetic” power in Table 1), 3,200 samples using the 3D
IC with nonuniform TSV distribution and SPEC CPU 2000/2006 benchmark power (“Nonuniform”
TSV distribution and “SPEC” power in Table 1), 3,000 samples using the 3D IC with random TSV
distribution and synthetic power (“Random” TSV distribution and “Synthetic” power in Table 1),
and 3,000 samples using the 3D IC with random TSV distribution and SPEC CPU 2000/2006 bench-
mark power (“Random” TSV distribution and “SPEC” power in Table 1).

For each sample, we only take the COMSOL temperature data within 0.14mm to the center of
this TSV as explained in Section 4.1. Because COMSOL has different data grid from the input data
grids required by our ANN stress models, we use interpolation to solve this problem. All ANN
stress models have the same input data size n, = 784. Specifically, the input data grid is formed
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Table 7. Stress Estimation Accuracy Results of the ANN Model with Hand-crafted Feature Extraction
on 3D IC with Nonuniform TSV Distribution in Figure 11

Synthetic power SPEC power
Hidden layer
configuration Mean error (%) Max error (%) Mean error (%) Max error (%)
300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K
20 5.99 8.21 7.96 31.8 28.6 33.5 5.82 7.81 7.94 27.3 31.5 32.6
40 5.87 7.84 6.87 27.1 33.5 27.9 5.87 7.62 6.49 25.8 23.2 28.7
60 5.81 6.56 5.83 29.3 31.4 27.4 4.98 5.59 6.03 24.4 26.1 27.8
140 4.68 6.89 4.57 23.5 35.7 25.1 4.55 6.34 4.29 18.6 27.3 20.4
200 4.53 6.78 5.11 27.9 33.3 27.1 4.59 6.86 4.73 20.1 22.7 25.3
40; 10 4.11 5.58 6.15 16.4 31.2 29.8 3.91 5.07 6.31 15.9 17.4 25.6
55; 15 3.52 4.47 3.62 18.1 19.4 16.9 3.48 4.49 3.47 12.9 18.3 15.9
70; 20 4.14 4.89 4.23 23.6 25.6 27.0 3.83 4.94 3.79 14.8 17.9 16.1
90; 40 3.98 5.47 5.66 23.1 31.0 26.8 3.96 5.41 5.78 17.2 23.5 27.3
140; 60 4.75 6.98 6.55 19.8 33.2 27.4 4.59 6.72 6.61 17.3 22.9 26.5
200; 80 4.54 6.11 6.68 23.0 25.5 31.2 5.21 5.87 6.68 23.5 24.7 28.8
40; 10; 5 4.82 4.60 4.72 21.7 18.6 24.2 4.69 4.38 5.51 15.7 18.7 22.0
55; 15; 10 4.99 4.66 5.80 25.8 27.1 28.0 4.81 5.12 5.73 18.8 23.8 21.5
80; 30; 15 4.78 6.16 7.00 19.3 31.8 27.9 4.97 5.46 4.32 20.1 20.9 19.1
120; 60; 20 5.78 6.81 4.53 23.8 30.1 24.8 5.13 6.23 4.61 23.5 24.6 18.3
200; 80; 30 4.56 6.83 6.32 21.6 28.9 25.1 4.94 6.76 5.94 24.6 30.1 24.4
60; 30; 15; 5 15.9 19.4 18.1 53.7 60.3 54.6 14.1 15.2 17.1 45.9 55.6 53.6
200; 120; 60; 20 16.2 18.6 17.9 49.2 56.3 58.1 18.2 17.1 16.9 51.4 49.8 57.9

The neuron numbers in different hidden layers are separated by semicolon in the “Hidden layer configuration” column;
300K, 323K, and 548K denote the stress-free temperatures.

by 16 pieces and 49 rings for the normal ANN stress model and the ANN stress model with hand-
crafted feature extraction, while the input data grid is 28 x 28 for the CNN stress model.

The activation function for all ANN stress models is chosen as tanh, which shows accuracy
advantage over the other two popular activation functions sigmoid and relu. The optimization
algorithm used for training is gradient descent, which has good convergence speed.

The general hyperparameters used to train and verify the ANN stress models in this experiment
are collected in Table 2. In this table, batch size, learning rate, and training epoch are parameters
for gradient descent, which are determined by trial and error.

5.2 Accuracy and Computing Overhead Tests of the ANN-based Stress Models

In this part, we will test the three ANN-based stress models and compare their performances in
both stress estimation accuracy and computing overhead.

5.2.1 Performance of the Normal ANN-based Stress Model. We first test the performance of the
normal ANN-based stress model, whose structure is presented in Section 4.3. To see the perfor-
mance of the model with different sizes, we build several models with different hidden layer num-
bers and different neuron numbers in each hidden layer. Please note all models must have the same
number of neurons in the input layer and the output layer.

The stress estimation accuracy results of the normal ANN-based stress models with different
sizes are listed in Table 3, with validation samples generated from the 3D IC with uniform TSV
distribution. The neuron numbers in different hidden layers are separated by semicolon in the
“Hidden layer configuration” column. It is noted that the best accuracy result is achieved by the
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Table 8. Stress Estimation Accuracy Results of the ANN Model with Hand-crafted Feature Extraction
on 3D IC with Random TSV Distribution in Figure 12

Synthetic power SPEC power
Hidden layer
configuration Mean error (%) Max error (%) Mean error (%) Max error (%)
300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K
20 5.87 8.34 7.65 30.3 31.5 29.7 5.77 7.79 7.98 314 29.1 34.7
40 5.96 7.61 6.93 23.5 31.8 28.7 5.67 7.83 6.55 31.0 26.2 25.9
60 5.77 6.43 5.72 28.1 27.6 29.7 4.88 5.68 6.23 27.5 22.1 29.3
140 4.74 6.73 4.66 25.8 31.2 27.1 4.63 6.24 4.76 21.8 24.3 23.5
200 4.47 6.83 5.32 26.5 30.3 28.7 4.67 6.58 4.29 24.1 23.5 26.8
40; 10 4.23 5.75 6.31 18.4 28.9 27.8 3.96 5.11 6.28 18.3 19.1 23.6
55; 15 3.49 4.56 3.58 19.3 20.6 17.9 3.50 4.46 3.38 14.1 16.5 16.1
70; 20 4.36 4.71 4.48 24.5 20.6 23.8 3.88 4.85 3.76 16.2 18.4 17.9
90; 40 3.97 5.61 5.58 22.5 26.7 23.9 3.89 5.31 5.65 18.3 24.5 26.2
140; 60 4.64 6.79 6.63 16.5 27.1 26.4 4.78 6.34 6.18 18.5 24.1 27.6
200; 80 4.84 6.02 6.57 21.8 243 27.6 5.41 5.68 6.42 24.9 234 27.6
40; 10; 5 4.75 4.93 491 21.0 19.3 27.1 4.78 4.58 5.67 16.2 17.5 21.9
55;15; 10 4.86 4.73 5.52 24.2 26.8 25.6 491 5.08 5.63 21.3 234 22.7
80; 30; 15 4.69 6.08 7.12 20.6 27.5 27.3 4.84 5.53 4.49 21.6 23.9 253
120; 60; 20 5.85 6.73 4.79 24.6 29.4 27.3 5.40 6.48 4.72 22.8 26.5 19.8
200; 80; 30 4.47 6.83 6.47 21.3 27.2 26.5 4.88 6.65 5.74 23.1 31.2 22.9
60; 30; 15; 5 16.5 16.9 19.3 55.8 61.9 57.3 13.9 16.8 15.3 52.3 49.2 57.6
200; 120; 60; 20 | 17.2 17.5 14.8 47.3 52.1 56.9 17.6 15.4 17.2 53.9 49.7 56.2

The neuron numbers in different hidden layers are separated by semicolon in the “Hidden layer configuration” column;
300K, 323K, and 548K denote the stress-free temperatures.

Table 9. The Shared Configuration Settings
for All CNN Stress Models

Parameter name Settings
Pooling type Max pooling
Pooling window size 2%x2

Neuron # in hidden layer 15

ANN with two hidden layers configured as “55; 157, with average error to be within 7% for all
test cases. Further increasing the neuron numbers in the hidden layers or increasing hidden layer
number does not necessarily lead to more accurate stress estimation, because of overfitting.

From the table, we also observe that the normal ANN-based stress model shows similar accuracy
for synthetic power and SPEC benchmark power, even with the fact that SPEC benchmark power
data are not used in the training process. This indicates the trained network using synthetic power
data is general enough to work with the SPEC benchmark power.

We also test the normal ANN-based stress model using validation samples generated from 3D
ICs with nonuniform and random TSV distributions. The corresponding accuracy test results are
shown in Table 4 and Table 5. By comparing the results in Table 3, Table 4, and Table 5, we see
that the errors of testing on 3D ICs with both nonuniform and random TSV distributions are
slightly larger than those on 3D IC with uniform TSV distribution. This is because the normal
ANN-based stress model is trained using only the samples generated from the 3D IC with uniform
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Table 10. Stress Estimation Accuracy Results of the CNN-based Stress Models on 3D IC with
Uniform TSV Distribution in Figure 2

. Synthetic power SPEC power

Cor;\;;lflil;zr:ilolzyer Mean error (%) Max error (%) Mean error (%) Max error (%)
300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K
5X5,3 3.08 | 435 | 397 | 17.2 | 17.6 | 158 | 3.24 | 439 | 421 | 21.5 | 163 | 19.8
5X5,6 286 | 3.13 | 3.22 | 182 | 14.8 | 11.5 | 299 | 332 | 3.19 | 15.6 | 134 | 12.0
5X%5,10 231 | 283 | 2.76 | 11.6 | 13.1 | 959 | 239 | 291 | 3.02 | 119 | 175 | 14.1
5X5,15 2.09 | 355 | 339 | 952 | 129 | 147 | 219 | 3.00 | 2.78 | 13.5 | 11.9 | 10.2
5X5,3;5X5,6 1.94 | 293 | 276 | 943 | 105 | 11.9 | 2.08 | 3.12 | 2.78 | 13.5 | 11.9 | 9.31
5X%X5,6;5X%X5,15 192 | 241 | 2.19 | 9.68 | 892 | 933 | 2.00 | 2.39 | 2.38 | 12.7 | 14.2 | 9.86
5X%5,10;5X% 5,25 1.85 | 1.58 | 1.64 | 7.38 | 797 | 853 | 1.91 | 1.74 | 1.83 | 9.31 | 10.8 | 8.72
5X%5,155X%5,30 2.46 | 3.26 | 2.26 | 10.7 | 13.8 | 11.1 | 2.37 | 335 | 2.26 | 14.0 | 11.9 | 9.31
3%x3,3 238 | 3.74 | 338 | 11.3 | 14.6 | 11.9 | 249 | 343 | 3.56 | 11.2 | 149 | 13.6
3X3,6 246 | 3.22 | 280 | 15.0 | 14.1 | 128 | 2.55 | 3.56 | 3.12 | 10.8 | 12.5 | 9.97
3x3,10 2.69 | 279 | 256 | 13.7 | 124 | 109 | 2.71 | 3.02 | 2.50 | 11.5 | 10.8 | 14.7
3x3,15 1.96 | 3.82 | 2.75 | 114 | 119 | 13.2 | 2.38 | 4.00 | 2.88 | 9.73 | 14.6 | 13.1
3X3,3;3%X3,6 213 | 397 | 3.63 | 10.8 | 12.0 | 11.3 | 2.32 | 3.68 | 3.74 | 8.92 | 125 | 11.0
3X%3,10;3 % 3,25 2.28 | 250 | 241 | 9.87 | 10.2 | 109 | 2.20 | 2.57 | 2.55 | 14.2 | 13.7 | 11.4
3X3,153x%3,30 196 | 339 | 2.24 | 13.2 | 108 | 897 | 232 | 3.71 | 238 | 11.3 | 12.1 | 14.6
3X3,3;3x3,6,3x3,10 | 248 | 3.76 | 2.86 | 13.1 | 145 | 10.1 | 2,53 | 3.72 | 3.01 | 125 | 16.1 | 124
3X3,6;3%X3,15;3%X3,20| 2.62 | 3.34 | 253 | 154 | 129 | 938 | 2.73 | 3.46 | 2.59 | 13.6 | 184 | 14.7

The shared configurations of all CNN stress models are given in Table 9. The configuration parameters in different
convolutional layers are separated by semicolon in the “Convolutional layer configuration” column, with “i X i, j”
meaning the kernel size is i X i and the convolution number working in parallel is j in the corresponding layer; 300K,
323K, and 548K denote the stress-free temperatures.

TSV distribution. Even so, the accuracy of the normal ANN-based stress model is still good for
the 3D ICs with nonuniform and random TSV distributions: The ANN with two hidden layers
configured as “55; 15” still achieves an average error that is smaller than 7% for all test cases. This
indicates the normal ANN-based stress model even works on other 3D ICs with different TSV
distributions, with slightly larger errors. Nevertheless, we still recommend to train the ANN stress
model using samples from the exact 3D IC structure to achieve the best accuracy.

The runtime results of the normal ANN-based stress models are collected later in Table 13 to-
gether with the other two ANN-based stress models. The computing overhead increases as the
ANN model size increases. For the ANN model with the best accuracy (with two hidden layers
configured as “55; 157), the stress estimation only takes 0.17ms, which is extremely fast as a run-
time method.

5.2.2  Performance of the ANN Stress Model with Hand-crafted Feature Extraction. Now we test
the ANN stress model with hand-crafted feature extraction, whose structure is demonstrated in
Section 4.4.

The stress estimation accuracy results of this ANN stress model on 3D ICs with uniform TSV
distribution, nonuniform TSV distribution, and random TSV distribution are collected in Table 6,
Table 7, and Table 8, respectively. By comparing the accuracy results in Tables 3, 4, and 5 with
Tables 6, 7, and 8, we see that the ANN stress model with hand-crafted feature extraction is gen-
erally more accurate than the normal ANN-based stress model. Specifically, the ANN stress model
with hand-crafted feature extraction reaches its best accuracy with two hidden layers configured
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Table 11. Stress Estimation Accuracy Results of the CNN-based Stress Models on 3D IC with
Nonuniform TSV Distribution in Figure 11

) Synthetic power SPEC power

COI;Zilgéfgﬁoliyer Mean error (%) Max error (%) Mean error (%) Max error (%)
300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K
5X%X5,3 3,51 | 475 | 423 | 20.1 | 173 | 16.5 | 3.48 | 470 | 4.27 | 185 | 158 | 17.3
5X5,6 336 | 3.61 | 3.56 | 16,5 | 19.7 | 13.8 | 3.39 | 3.64 | 3.55 | 17.3 | 12.1 | 13.5
5X%5,10 278 | 3.01 | 299 | 13.7 | 129 | 993 | 2.67 | 298 | 3.12 | 12.0 | 134 | 10.9
5X%X5,15 280 | 3.85 | 3.67 | 13.0 | 17.1 | 146 | 273 | 3.79 | 3.71 | 13.2 | 12.7 | 14.7
5X%X5,3;5%X5,6 2.57 | 3.23 | 297 | 936 | 135 | 140 | 2.63 | 3.36 | 2.86 | 153 | 14.1 | 12.0
5X5,6;5%X5,15 243 | 2.69 | 256 | 17.1 | 124 | 943 | 230 | 272 | 2.74 | 142 | 123 | 991
5X%5,10; 5% 5,25 216 | 1.83 | 1.91 | 894 | 955 | 10.7 | 2.11 | 1.78 | 1.96 | 10.1 | 11.7 | 9.62
5% 5,15 5X%5,30 279 | 256 | 255 | 9.76 | 148 | 124 | 2.68 | 3.53 | 2.44 | 12.6 | 13.1 | 9.01
3%X3,3 260 | 3.85 | 343 | 133 | 17.2 | 11.7 | 253 | 3.81 | 3.58 | 12.1 | 12.7 | 11.3
3X3,6 2.89 | 3.57 | 3.10 | 14.1 | 13.8 | 11.6 | 2.76 | 3.49 | 3.22 | 11.3 | 14.6 | 114
3x3,10 299 | 3.02 | 278 | 993 | 142 | 11.9 | 2.82 | 3.18 | 2.70 | 14.1 | 9.89 | 16.1
3X3,15 229 | 395 | 2.86 | 8.66 | 14.2 | 13.9 | 2.69 | 4.06 | 3.75 | 13.9 | 18.1 | 13.6
3X3,3;3%X3,6 250 | 411 | 3.82 | 9.15 | 14.6 | 17.9 | 2.46 | 3.78 | 3.95 | 12.8 | 13.7 | 14.2
3X3,10;3%3,25 233 | 273 | 258 | 13.2 | 11.2 | 938 | 235 | 2.71 | 2.61 | 12.1 | 149 | 13.4
3X3,15;3%3,30 250 | 3.64 | 2.70 | 9.46 | 14.0 | 158 | 2.48 | 3.52 | 273 | 109 | 14.6 | 15.7
3%X3,3;3%X3,6;3x3,10 | 279 | 3.92 | 3.20 | 12.1 | 13.9 | 12.7 | 2.86 | 3.66 | 3.34 | 153 | 143 | 11.6
3X3,6;3X3,15;3X3,20| 293 | 3.54 | 2.81 | 10.6 | 11.8 | 16.4 | 2.85 | 3.97 | 2.93 | 14.7 | 16.5 | 13.9

The shared configurations of all CNN stress models are given in Table 9. The configuration parameters in different
convolutional layers are separated by semicolon in the “Convolutional layer configuration” column, with “i x i, j”
meaning the kernel size is i X i and the convolution number working in parallel is j in the corresponding layer; 300K,
323K, and 548K denote the stress-free temperatures.

as “55; 15.” Its average error is within 5% for all test cases, which is much smaller than that of the
most accurate normal ANN stress model (also with two hidden layers configured as “55; 15”). This
is because the rotational symmetry induced redundancy in the input of the normal ANN stress
model is eliminated by using the hand-crafted feature extraction scheme presented in Section 4.4.

The computing time of the ANN stress model with hand-crafted feature extraction is essentially
the same as the normal ANN stress model by analyzing the data in Table 13. This is because the
two ANN stress models basically have the same internal fully connected structure.

5.2.3  Performance of the CNN-based Stress Model. In this part, we test the performance of the
CNN-based stress model.

Since the CNN-based stress model has complex structure, it has a large number of configuration
combinations. To better demonstrate the accuracy of CNN stress models with different sizes, we
first perform a lot of experiments to determine some common configuration settings that work
well for all CNN stress models, regardless of the convolutional layer configuration. These common
configuration settings are shown in Table 9, including pooling type, pooling window size, and
neuron number in hidden layer of the fully connected ANN.

With the shared configuration settings, we created several CNN stress models by changing the
convolution layer number,? convolution kernel size, and the convolution number working in par-
allel in each convolution layer. The accuracy performances of these CNN stress models are given

2The pooling layer number should also be changed accordingly, because each convolutional layer should be followed by a
pooling layer.
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Table 12. Stress Estimation Accuracy Results of the CNN-based Stress Models on 3D IC with
Random TSV Distribution in Figure 12

. Synthetic power SPEC power

Cor;\;;lflil;zr:ilolzyer Mean error (%) Max error (%) Mean error (%) Max error (%)
300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K | 300K | 323K | 548K
5X5,3 357 | 462 | 418 | 21.5 | 16.8 | 17.3 | 3.56 | 4.86 | 437 | 17.4 | 16.9 | 16.2
5X5,6 342 | 358 | 3.63 | 17.9 | 18.2 | 15.0 | 3.51 | 3.69 | 3.52 | 17.9 | 123 | 17.5
5X%5,10 269 | 3.21 | 282 | 129 | 13.1 | 996 | 2.73 | 2.84 | 3.31 | 12.8 | 17.1 | 125
5X5,15 276 | 392 | 334 | 128 | 163 | 156 | 2.74 | 3.86 | 3.82 | 13.9 | 145 | 16.4
5X5,3;5X5,6 273 | 3.41 | 2.88 | 943 | 12.8 | 13.6 | 2.73 | 3.42 | 2.85 | 149 | 13.2 | 15.0
5X%X5,6;5X%X5,15 248 | 273 | 249 | 146 | 144 | 983 | 2.37 | 276 | 2.65 | 152 | 13.6 | 9.98
5X%5,10;5X% 5,25 214 | 1.89 | 197 | 125 | 9.88 | 11.4 | 2.08 | 1.89 | 1.98 | 10.9 | 13,5 | 10.4
5X%5,155X%5,30 283 | 276 | 239 | 9.89 | 12.8 | 13.6 | 2.58 | 3.56 | 2.72 | 11.9 | 16,5 | 10.8
3%x3,3 272 | 338 | 3.71 | 11.9 | 14.2 | 148 | 2.46 | 393 | 3.76 | 12.8 | 11.5 | 129
3X3,6 2.68 | 3.42 | 315 | 13.6 | 149 | 108 | 2.63 | 3.58 | 3.24 | 11.7 | 13.2 | 124
3x3,10 296 | 3.14 | 2.66 | 105 | 13.8 | 15.7 | 2.79 | 3.32 | 2.83 | 13.6 | 12.7 | 145
3x3,15 242 | 3.86 | 2.73 | 9.76 | 13.2 | 12.7 | 3.10 | 422 | 3.68 | 15.2 | 17.3 | 14.8
3X3,3;3%X3,6 256 | 423 | 3.71 | 9.15 | 149 | 158 | 2.53 | 3.66 | 3.87 | 11.9 | 12.6 | 13.4
3X%3,10;3 % 3,25 246 | 259 | 262 | 141 | 12.8 | 986 | 2.42 | 259 | 2.74 | 145 | 152 | 147
3X3,153x%3,30 258 | 3.54 | 2.65 | 9.83 | 12.1 | 163 | 2.58 | 3.46 | 2.86 | 12.1 | 13.2 | 14.8
3X3,3;3x3,6,3x3,10 | 2.88 | 3.95 | 341 | 13.2 | 11.5 | 13.8 | 2.96 | 3.53 | 3.30 | 14.1 | 16.2 | 12.3
3X3,6;3%X3,15;3%x3,20| 2.87 | 3.63 | 2.89 | 10.9 | 14.1 | 15.2 | 2.76 | 3.67 | 2.98 | 125 | 14.1 | 12.8

The shared configurations of all CNN stress models are given in Table 9. The configuration parameters in different
convolutional layers are separated by semicolon in the “Convolutional layer configuration” column, with “i X i, j”
meaning the kernel size is i X i and the convolution number working in parallel is j in the corresponding layer; 300K,
323K, and 548K denote the stress-free temperatures.

in Table 10, Table 11, and Table 12 for 3D ICs with uniform TSV distribution, nonuniform TSV
distribution, and random TSV distribution, respectively. The configuration parameters in different
convolutional layers are separated by semicolon in the “Convolutional layer configuration” col-
umn, with “i X i, j” meaning the kernel size is i X i and the parallel convolution number is j in the
corresponding layer. Although we have tested many CNN stress models with different convolu-
tional layer configurations, we only show the ones specially chosen to represent both structure
diversity and error trends in the table, also with the best one we found included.

By comparing the accuracy results of CNN stress model (Tables 10, 11, and 12) with those of
the normal ANN-based stress model (Tables 3, 4, and 5) and ANN stress model with hand-crafted
feature extraction (Tables 6, 7, and 8), we can see that the CNN stress model outperforms both the
normal ANN-based stress model and the ANN stress model with hand-crafted feature extraction
in stress estimation accuracy. Specifically, the CNN stress model reaches its best accuracy with the
convolutional layer configuration “5 X 5, 10; 5 X 5, 25,” which is also the most accurate ANN stress
model we have tested in the experiment. It achieves an average error to be within 2.2% for all test
cases. This high accuracy is achieved thanks to the excellent feature extraction ability of the CNN
structure.

The computing speed of the CNN-based stress model is also very fast according to Table 13. With
the same accuracy, stress estimation using the CNN-based stress model is significantly faster than
the other two kinds of ANN stress models. For example, the CNN stress model with configuration
“3 % 3, 3” is more accurate than the ANN stress model with hand-crafted feature extraction with
configuration “55; 15,” but the former stress model has a smaller computing overhead (0.07ms) than
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Table 13. Runtime Results of the Three ANN-based Stress Models

Normal ANN ANN with extraction CNN
Hidden layer | Time Hidden layer | Time Convolutional layer Time
configuration (ms) configuration (ms) configuration (ms)
20 0.07 20 0.07 5%5,3 0.09
40 0.11 40 0.11 5X%X5,6 0.16
60 0.14 60 0.13 5%5,10 0.23
140 0.29 140 0.32 5%5,15 0.43
200 0.39 200 0.41 5%5,3;5%X5,6 0.15
40; 10 0.12 40; 10 0.10 5X5,6;5X%X5,15 0.24
55; 15 0.17 55; 15 0.13 5%5,10;5X%5,25 0.38
70; 20 0.19 70; 20 0.15 5%5,15;5X% 5,30 0.45
90; 40 0.25 90; 40 0.19 3X3,3 0.07
140; 60 0.33 140; 60 0.35 3X3,6 0.12
200; 80 0.41 200; 80 0.43 3x3,10 0.22
40; 10; 5 0.13 40; 10; 5 0.11 3x3,15 0.34
55;15; 10 0.15 55;15; 10 0.17 3X%X3,3;3%X3,6 0.09
80; 30; 15 0.20 80; 30; 15 0.19 3X3,10;3 X 3,25 0.22
120; 60; 20 0.26 120; 60; 20 0.23 3x3,15;3%3,30 0.40
200; 80; 30 0.40 200; 80; 30 0.47 3%3,3;3%X3,6;3x%3,10 0.10
60; 30; 15; 5 0.16 60; 30; 15; 5 0.14 3X3,6;3%x3,15;3X3,20 0.17

200; 120; 60; 20 0.49 200; 1205 60; 20 0.46

“Normal ANN” denotes for normal ANN-based stress model, “ANN with extraction” means ANN stress model with
hand-crafted feature extraction, and “CNN” represents CNN-based stress model.

the later stress model (0.13ms). This is because the convolution and pooling operation shrinks the
network size drastically by removing the redundancies, which greatly improves the computing
efficiency without sacrificing accuracy.

We also compare the computing speed of the CNN-based stress model with COMSOL FEM. In
our experiment, FEM spends around 10s to generate each sample, while the most accurate CNN
stress model (with configuration 5 X 5,10;5 X 5, 25) uses only 0.38ms. So the CNN stress model
gains around 2.6 x 10* speed up against FEM.

5.3 Comparison of the Three ANN Stress Models

To see a clearer accuracy comparison, we plot the stress estimation results of three ANN stress
models in Figure 13, where each model has the configuration that achieves the best accuracy in
the previous accuracy tests for its kind. Although all models are able to provide acceptable stress
estimation results, the CNN stress model clearly shows superior results by providing nearly iden-
tical maximum stress estimations as the golden COMSOL results.

To take both accuracy and runtime into consideration, we also plot the average error versus
runtime comparison results in Figure 14, by changing the layer sizes and layer numbers for each
kind of stress model. We can see that the CNN stress model performs best for all stress-free tem-
perature settings, because it has higher accuracy than the other two models for the same runtime.
It is also observed that the ANN stress model with hand-crafted extraction performs better than
the normal ANN stress model in this joint accuracy-runtime comparison.

ACM Transactions on Design Automation of Electronic Systems, Vol. 24, No. 6, Article 69. Pub. date: November 2019.



Runtime Stress Estimation for 3D IC Reliability Management 69:25

120 1 O COMSOL result 120 1 O COMSOL result
. *_ANN based stress model prediction g *_ANN model with feature extraction prediction
& 100 o & 100 E
= o M T = | e sy
o] o]
@ 80r 2% %, s y @ 8o °® % °
o x o o *x
2 6ot 0 e ° 0 2 60 - s "
5 5 ¢} e 2 5 ] ¢}
IS L [ S L ® &
£ 4018 29 S 40fg %
= s < ., ®
20} ? 20}
0 ' ' ' ; ' 0 ' ' ' ; '
0 5 10 15 20 25 0 5 10 15 20 25
Sample Sample

(a) Stress estimation results of the normal ANN (b) Stress estimation results of the ANN stress
based stress model with configuration “55; 15”. model with hand-crafted feature extraction with
configuration “55; 15”.

©  COMSOL result

120 [
- X CNN based stress model prediction
& 100} R
= ® ] Q
= 5 5 8
2 80 ° T, @
2 ®
“g 60 L Q o B =]
5 ] ]
E ®
£ 4013 ° ® ®
s 5 °
20
0 . . . . .
0 5 10 15 20 25
Sample

(c) Stress estimation results of the CNN stress
model with configuration “5 X 5, 10; 5 X 5, 25”.

Fig. 13. Stress estimation results comparison of three ANN-based stress models on 25 randomly selected
validation samples. The stress-free temperature is 323K.

5.4 Comparison with the Traditional Stress Estimation Method

Finally, to show the advantage of the new ANN-based runtime stress estimation method, we com-
pare it with the traditional stress estimation method.

Although FEM are widely used to estimate the stress distribution of 3D ICs at design time [6,
16, 22, 25, 30, 40, 42], they are computationally too expensive to be used at runtime. Instead, an-
alytical stress estimation methods were proposed for fast stress estimation [2, 23] by computing
stress at a uniform temperature distribution. Most of these analytical stress estimation methods
are designed to perform corner-based analysis, which estimate the worst-case stress with a fixed
uniform temperature distribution (usually use room temperature for the high stress-free temper-
ature case [23]). In other words, they are not designed to deal with the changing temperature and
nonuniform temperature distribution in 3D IC, which can be fully considered in the new ANN-
based stress estimation method. Still, we find the method in Reference [23] is at least able to es-
timate stress with temperature as a variable (but still uniform temperature distribution assumed),
so we compare it with the new ANN-based stress estimation method.

For the comparison settings, since the traditional method [23] cannot deal with nonuniform
temperature distribution, we use the average temperature around each TSV as its temperature
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Fig. 14. Joint accuracy—runtime comparison of the three ANN stress models by changing the model size for
each kind of stress model. The CNN stress model has the best accuracy for the same runtime.

Table 14. Accuracy Comparison between the CNN-based Stress Model (“CNN” in the Table) and the
Traditional Stress Estimation Method [23]

Traditional method [23] CNN (5 % 5, 10; 5 X 5, 25)
TSV Power Mean error (%) Max error (%) Mean error (%) Max error (%)
300K | 323K | 548K | 300K | 323K | 548K [ 300K | 323K | 548K | 300K | 323K | 548K
Uniform Synthetic | 12.8 | 10.9 | 13.4 | 76.3 | 86.6 123 1.85 | 1.58 | 1.64 | 7.38 | 7.97 | 8.53
Uniform SPEC 12.6 | 10.7 | 13.6 | 940 | 92.1 | 971 | 191 | 1.74 | 1.83 | 9.31 | 10.8 | 8.72
Nonuniform | Synthetic | 12.8 | 11.2 | 13.3 | 117 103 114 | 2.16 | 1.83 | 1.91 | 894 | 9.55 | 10.7
Nonuniform SPEC 119 | 10.8 | 13.5 | 87.6 | 985 | 106 | 2.11 [ 1.78 | 1.96 | 10.1 | 11.7 | 9.62

input. For our method, we pick the CNN-based stress model with convolutional layer configuration
“5 % 5,10;5 % 5,25” to take part in the comparison.

The accuracy comparison results are collected in Table 14. The CNN-based stress model clearly
shows better accuracy in all tests, with around six times smaller average error compared with
the traditional method. This is because our new stress model is able to consider temperature dis-
tribution/gradient around each TSV. In contrast, the existing method assumes the temperature
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distribution around each TSV to be uniform, which is okay for the worst-case corner-based anal-
ysis but introduces large error for runtime stress estimation.

The accuracy advantage of our ANN-based stress estimation method does not come free.
The ANN-based stress estimation method includes neural network computing with temperatures
around each TSV as input, meaning it has larger computing overhead (but still very small: only
0.38ms as shown in Table 13) compared to the traditional method [23], which has nearly no com-
puting overhead at all. However, we believe the accuracy advantage of the new method is large
enough to overweigh its disadvantage in computing overhead.

6 CONCLUSION

In this article, we have proposed a runtime stress estimation method for reliability management
of 3D IC using the ANN stress model, which estimates the important stress information for relia-
bility management with temperature around TSV as input. Three ANN-based stress models with
three major types of ANNs are analyzed for fast stress estimation, including the normal ANN-based
stress model, the ANN stress model with hand-crafted feature extraction, and the CNN-based stress
model. The structure of each ANN stress model is presented and the principles of the ANN-based
stress estimation are analyzed. Experiments with different configurations of ANN stress models
show that the new method is able to estimate important stress information at extremely fast speed
with good accuracy for runtime 3D IC reliability management usage. Among the three ANN-based
stress models, the CNN-based stress model has the best performance considering both stress esti-
mation accuracy and computing overhead. Comparison with traditional method reveals that the
new ANN-based stress estimation method is much more accurate with a slightly larger but still
very small computing overhead.
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