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Abstract—As integrated circuit technology advances, we are
now facing the utilization wall of the chip, which prevents us
from turning on all the cores at the same time and leads to
dark silicon. In order to maximize performance without violating
thermal threshold for dark silicon chips, we propose a new
power budgeting and dynamic thermal management scheme.
Utilizing model predictive control, the new method automatically
determines power budget values as well as active core positions
considering transient thermal effects. Then, a dynamic thermal
management method with task migration and DVFS is used to
assign appropriate task loads to active cores according to the
previously determined power budget. Experiments on multi-core
systems with different number of cores and different dark silicon
ratios have shown the new method is able to calculate the power
budget accurately, keep the chip in safe temperature range, and
retain the system in high performance.

I. INTRODUCTION

As CMOS scaling continues according to Moore’s law,

more and more transistors are integrated on a chip, leading to

elevated heat dissipation problems. Recently, as the transistor

density increases further, we are facing a utilization wall of the

chip: only a portion of the transistors can be turned on at the

same time in order to satisfy the heat dissipation constraint. For

multi/many-core chips, this means that only a limited number

of cores can operate simultaneously while the other cores

should be turned off, resulting in the so called dark silicon

areas [1], [2].

There are dark silicon control techniques proposed to de-

termine how many cores can be turned on to maximize the

performance without violating the thermal constraints [1].

However, only determining the number of active cores is

not enough to guarantee the safety and performance of chip.

One reason is that the running application itself plays a vital

role in power dissipation: with the same operating voltage

and frequency, some applications consume more power than

others in average. Even for one application itself, its power
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consumption changes over time. Another important reason is

that besides determining the number of active cores, activating

the correct cores is equally important. All these reasons make

power budgeting very important after the number of active

cores have been determined. There is a power budgeting work

[3] which uses thermal design power (TDP) to determine the

power budget for dark silicon chips, which balances the power

and performance using control based method. Recently, ther-

mal safe power (TSP) [4] method has been proposed, which

improves the TDP based methods by providing power budget

as a function of the number of active cores. However, TSP

method computes the power budget based on static information

without transient thermal/power considerations. As a result,

it is unable to adjust the power budget to accomodate the

transient thermal/power changes. In this work, we solve this

problem by proposing a transient state aware power budgeting

method.

After power budgeting process, how to assign and adjust

tasks according to the power budget is also important. In

this work, we introduce a task migration and DVFS based

dynamic thermal management method (DTM) to do the job.

Task migration based DTM method [5], [6], [7], [8], [9],

[10], which switches tasks among cores, is able to distribute

the current available tasks/powers according to the calculated

power budget. On the other hand, the DVFS based DTM

method [11], [12], [13], which reduces the power by lowering

the operating voltage and frequency, is able to assist the task

migration in dealing with the tasks/powers which cannot be

assigned properly according to power budget. We will show

that by combining both task migration and DVFS, the new

method is able to handle tasks effectively according to the

given power budget.

In this work, we solve the dark silicon control problem with

a new power budgeting technology combined with dynamic

thermal mangement (DTM). We propose a power budget

strategy with the number of active cores provided. The new

strategy is able to consider the transient power/thermal be-

haviors, and automatically determine which cores should be

activated in order to maximize the performance of the chip.
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After the budgeted powers are acquired, a task migration and

DVFS based DTM method is applied to allocate and adjust

the tasks, in order to make sure no temperature constraint is

violated and the budgeted powers are properly and effectively

used.

II. BASICS OF THERMAL MODELING AND DYNAMIC

THERMAL MANAGEMENT

In this section, we will first introduce the thermal model

used in this paper. Next, dynamic thermal management tech-

niques [14], such as task migration and dynamic voltage and

frequency scaling (DVFS) will be briefly presented.

A. Thermal modeling basics

Based on the well known similarity between electronic

system and thermal system, we can analyze the thermal system

using similar ordinary differential equations for RC networks.

It is even more convenient for us to choose a fixed time

step, and use the Euler’s method to discretize the differential

equation into the difference equation, which will be used in

this paper as

t(k + 1) = Amt(k) +BmP (k),

tc(k) = Cct(k).
(1)

In (1), we assume the chip has m cores and n thermal parts

(thermal parts include all the cores and some other parts).

Then, t ∈ R
n×1 represents temperatures of all thermal parts.

Am ∈ R
n×n and Bm ∈ R

n×m are the parameter matrices

which contain information of thermal conductance, thermal

capacitance and the topology of the chip. tc(k) ∈ Rm×1 is the

vector containing cores’ temperatures at time k. P (k) ∈ R
m×1

denotes the power input at time step k, while Cc ∈ R
n×m is

the selection matrix to select the cores’ temperatures from t.

Please note that for dark silicon problems, not all cores can

be turned on at the same time. Assume there are only q active

cores at time step k, the power vector P (k) must have m− q

zero entries.

B. Introduction to dynamic Thermal Management

DTM methods such as DVFS and task migration have been

used to adjust the trade-off ratio between performance and

reliability of the chip. It is quite effective in traditional single-

core or multi/many-core chips, and we will show that it can

also be integrated into the power/thermal regulation framework

in dark silicon chips.

Many DTM methods are based on task migration technique.

For a multi/many-core chip, there are thermal sensors moni-

toring the temperatures of the cores. If a high temperature

is detected, the corresponding task, which causes the high

temperature, will be moved to a low temperature core, in

order to minimize the temperature difference across the chip.

As shown in Fig. 1, the sensor detects that core 5 reaches

the dangerous temperature, then task migration takes effect

to exchange its task with the one in core 9, which has a

relatively lower temperature. After the task migration process,

both temperatures of core 5 and core 9 may converge to the

(a) Temperature distri-
bution before task mi-
gration.

(b) Temperature distri-
bution after task migra-
tion by swapping tasks
of Core 5 and Core 9.

Fig. 1. Example of task migration. Where red core means the core has
higher temperature than average, and blue core indicates the core has lower
temperature.

t

(a) Execution time of a task
without DVFS.

t

(b) Execution time of a
task with DVFS.

Fig. 2. Execution time of a one-task and one-core system. The area of the
rectangle means the task, and the height of the rectangle means the power
consumed, and the width represents the execution time.

average temperature. However, task migration alone is unable

to avoid the high temperature problem, especially when all

cores are processing heavy loaded tasks under extremely high

temperatures.

DVFS is a different DTM technique from task migration,

which can be used in both single-core and multi/many-core

systems. Once a high temperature is detected, DVFS reduces

the voltage and frequency of the corresponding core to lower

its temperature. However, the performance of the cores under

DVFS will suffer a great loss. As Fig. 2 shows, if we use

the area of the rectangle to represent the task, the height of

the rectangle to indicate the power consumed, and the length

to show the time consumed, it is obvious that once DVFS is

performed, the task execution time will become longer.

III. NEW POWER BUDGETING METHOD FOR DARK SILICON

In this section, we will present the new power budgeting

method. In dark silicon problems, the cores are divided into

two categories: active cores and idle cores. With the given

number of active cores, the new power budgeting method

determines which cores should be active ones, and also

determines the maximum power can be consumed by each

active core with consideration of both thermal constraint and

transient thermal behavior.

The goal of our power budgeting method is to maximize

the total power of all active cores, considering both transient

thermal behavior and thermal constraint. However, considering
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transient thermal behavior and avoid violating the thermal

constraint is not an easy task, since it requires the new method

to be aware of current power/thermal status and its influence

in the future. In order to solve the problem, we utilize model

prediction method (MPC), and modify it to adapte the special

requirements in dark silicon problem. In this paper, we ignore

the detailed MPC derivation process due to page limitation.

Interested readers are referred to [15] for a comprehensive

discussion of MPC.

The MPC based power budgeting method extends the tran-

sient thermal model in (1) into the predictive form with the

ability to look into the future and compute the future-aware

power budget. The most important property of such power

budget is that it is calculated in MPC with the ability to

track a user defined temperature profile. In order to maximize

the budget power under a thermal threshold, we simply set

the thermal threshold for all core tt ∈ R
m×1 as the user

defined temperature profile to be tracked. We further expand

the thermal threshold vector into the future np time steps, and

generate a vector

Tt = [tTt , t
T
t , . . . , t

T
t ]

T ∈ Rmnp×1, (2)

where np is called the prediction horizon. In this way, MPC

is going to compute the power which leads to the given

temperature profile Tt (already set to be as high as possible

without violating the thermal constraint) from current step to

the future np steps.

Similar to Tt, we further introduce the predicted core

temperatures in MPC model within the prediction horizon as

Tc = [tc(k + 1|k)T , tc(k + 2|k)T , . . . , tc(k + np|k)
T ]T , (3)

where tc(k+ j|k) contains the predicted core temperatures at

the time (k+ j) using the power at current time k. Tc can be

expressed in the following way by MPC model using power

information from current and previous steps:

Tc(k) = Mtr(k) +N(P (k)− P (k − 1)), (4)

where M , N and tr are shown in (5) on top of the next page,

and nc in (5) represents control horizon in MPC, similar to

np for prediction horizon.

In order to make the predicted temperature Tc to track

the thermal threshold Tt, it is straightforward to minimize

the difference between them, and formulate the following

optimization problem, with the constraints modified to adapt

the dark silicon requirements:

minimize ‖ Tt − Tc ‖2

subject to card(P (k)) = na,

Tc ≤ Tt,

(6)

where na represents the number of active cores, card(P (k))
is the cardinality function and its output is the number of

nonzero components of P (k). Please also note that Tc is a

function of P (k) as shown in (4). The first constraint in (6)

is to guarantee the number of active cores follow the dark

silicon requirement, by forcing P (k) to be sparse with only na

nonzero elements. The second constraint is to make sure that

each core’s temperature will not go above the threshold. Since

P (k) is the only variable in (6), we will get the power budget

P (k) at current time by solving the optimization problem (6).

There is a good property of (6): by solving it and obtain

the corresponding P (k), we can automatically determine

which cores should be activated and which cores should be

deactivated in order to maximize the power budget. It is

very intuitive and also verified in [4] that separating active

cores helps the chip to dissipate heat and increases the power

budget of the whole chip. Minimizing the cost function in (6)

also tends to spatially separate the active cores: please note

that Tc contains all core’s temperature information, including

both active cores (or more accurately, to be determined to

be active) and idle cores. The active cores lead to higher

temperatures at their positions comparing to the idle cores.

In order to minimize ‖ Tt − Tc ‖2 with the two constraints,

Tc and Tt should have exactly the same temperatures at the

elements corresponding to active cores. While for the elements

representing the idle cores, the values of Tc should be lower

than Tt. For the same number of active cores, separating them

spatially leads to higher average temperature (thus smaller

valued ‖ Tt−Tc ‖2 ) than making them clustered together [4].

As a result, solving the optimization problem (6) automatically

determines which cores should be active.

In order to solve the optimization problem (6), we rewrite

it as

minimize ‖ NP (k)− e ‖2

subject to card(P (k)) = na,

NP (k)− e ≤ 0,

(7)

where e = T −Mtr(k)+NP (k− 1). It is clearly a regressor

selection problem. But solving this problem directly is very

time consuming. Instead, we find an approximated solution by

solving the following alternative optimization problem [16]

minimize ‖ NP (k)− e ‖2

subject to ‖ P (k) ‖1< α,

NP (k)− e ≤ 0,

(8)

where α is a positive number. We change the value of α in

a bisection search way, and solve the convex optimization

problem for P (k). The searching of α stops at finding the

correct P (k) with card(P (k)) = na. The resulted P (k) serves

as the computed power budget for the chip.

IV. DYNAMIC THERMAL MANAGEMENT AFTER POWER

BUDGETING

In the previous section, we have shown the power budget-

ing method. But we still need to develop the algorithm to

use the budget correctly and efficiently. In this section, the

corresponding dynamic thermal management is proposed for

that reason.
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Fig. 3. Example of the bipartite figure. pi(k) means the predicted power
and p̂j(k) denotes the original power. The solid lines are the edges.

There are two popular dynamic thermal management tech-

niques available: task migration and DVFS as already intro-

duced in Section II-B. Since we have the power budget in hand

for each core, it is intuitive to use task migration to assign

the active cores with tasks suitable for their power budget.

However, because there may exist imperfect assignment in

the task migration process and the number of active cores

could also be optimistic (i.e., total real power could be higher

than the total budgeted power), DVFS is used after the task

migration process to make sure every core is following its

power budget.

A. Power assignment by task migration

At current time, we have both power budget P (k) =
{p1(k), p2(k), . . . , pm(k)} for all m cores, and real power

distribution P̂ (k) = {p̂1(k), p̂2(k), . . . , p̂m(k)} for all cores.

We can simply assign P̂ (k) to the correct cores according to

the budget P (k) as discussed before.

This is an assignment problem. At first, we build a weighted

complete bipartite graph G = (P (k), P̂ (k), E). One example

of the graph is shown in Fig. 3. For each edge eij ∈ E, its

weight is calculated as

wij =

{

pi(k)− p̂j(k) 0 ≤ pi(k)− p̂j(k) < wth,

∞ else,
(9)

where the infinity weight means that we never assign a power

to a core whose power budget is smaller nor the power budget

is much larger (larger than threshold wth). The goal of the

assignment problem is to find the matching pairs between

P (k) and P̂ (k) with the smallest total weights of the linking

edges in all pairs. It can be solved by the Hungarian algorithm

[17], which is a polynomial time algorithm.

(a) p(1), p(2) and p(3) are budgeted pow-
ers. p̂(1), p̂(2) and p̂(3) are real powers
by current running tasks.

(b) The first matching method.

(c) The second matching method.

Fig. 4. Example of two different matching decisions.

We also consider one special matching case in Fig. 4, where

we use the double-headed arrow to represent the matching.

There exists two possible matchings: one is (p(2), p̂(1)),
(p(3), p̂(2)), (p(1), p̂(3)), and the other one is (p(1), p̂(1)),
(p(2), p̂(2)), (p(3), p̂(3)). Both are correct in the view of the

assignment problem, and they even have the same cost. How-

ever, the first matching will cause one very low temperature

on core 1, but relatively high temperatures on core 2 and 3.

While the second matching may lead to similar temperatures

for all three cores. In terms of reliability, we prefer the second

matching, and we can realize this preference by magnifying

the large weights with a tuning parameter.

B. DVFS for final power adjustment

Task migration cannot guarantee perfect power assignment

according to power budget, i.e., there should have some
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unmatched powers left, especially there may have large powers

which cannot be assigned to any active core. We are able to

handle these powers using DVFS technique.

Assume there are q unmatched powers for both real side

and budget side. First, we collect the unmatched powers

into the sets Pl(k) = {pl1, pl2, . . . , plq} and P̂l(k) =
{p̂l1, p̂l2, . . . , p̂lq}. We can categorize the unmatched powers

into two cases, and use different ways to handle them.

Case one: The unmatched real powers are much larger in

average value than the budget powers. Thus, we perform DVFS

on the unmatched real powers, with the power scale ratio

γ =
avg(Pl(k))

avg(P̂l(k))
. (10)

Next, another round of assignment can be performed with the

scaled real powers.

Case two: The unmatched real powers have similar average

value comparing with the budget powers. In this case, we

simply remove the infinity condition in (9), and get all

the remaining powers matched. Then, for a matched pair

(pli(k), p̂lj(k)), if there is pli(k) < p̂lj(k), DVFS is performed

on the real power with scaling ratio

γ =
pli(k)

p̂lj(k)
. (11)

Otherwise, we do not perform DVFS, because the real power

is smaller than the budget.

V. EXPERIMENTAL RESULTS

The experiments are performed on the Dell T620 work-

station with two 2.90GHz 8-cores 16-thread CPUs and 64

GB memory. We use the HostSpot [18] software to get

the thermal model of different systems, with the number

of the cores ranging from 9 to 100. The size of the chip

is 9mm × 9mm × 0.15mm. Wattch [19] is employed to

get the power and instruction information with SPEC [20]

benchmarks. The ambient temperature is set as 20◦C. In order

to avoid frequent task migration and DVFS, we set the power

budgeting and DTM activating cycle to be every 10s. In

order to show the effectiveness of the new method, we have

also compared it with the recently proposed power budgeting

method TSP [4].

The 9-core microprocessor is used as illustration because

its simple structure makes the figures easy to read.

Fig. 5 shows the results of the new power budgeting method

at two different time steps, allowing 4 cores to be active at

the same time. As shown in the figure, the active cores are

automatically chosen by the power budgeting method, and they

are chosen to be spatially separated.

Next, we test the DTM method together with the power

budgeting method. In Fig. 6 (a), the transient temperature of

the 9-core chip without any power budgeting and DTM meth-

ods are given. The four active cores in this test are randomly

chosen. It can be seen that temperatures at certain active cores

are high, which may harm the reliability of the chip. At the

same time, there are active cores with low temperatures, not
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Fig. 5. The power budget generated by the new method for the 9-core
microprocessor with 4 cores active at two different times.
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(b) With the new method acti-
vated from the 200s.

Fig. 6. Transient temperature of the 9-core microprocessor with 4 active
cores (temperatures of idle cores is identified as the ones around 40◦C).

to mention the idle cores, which means there are performance

boost potentials on these cores. Then, we test our new power

budgeting method combined with DTM. We set the threshold

temperature to be 80◦C, and activate our method at the time

of 200s. The result is shown in Fig. 6 (b). For the first 200s,

the transient temperature lines are the same as in Fig. 6 (a),

because there is no power budgeting and DTM method used.

Beginning from 200s, the active cores and idle cores begin to

switch as automatically determined by the power budgeting

method. The tasks also begin to migrate among cores every

10s as set in the experiment, and DVFS is also performed
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(a) Without using any thermal
management.
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(b) Using the new method.

Fig. 7. Transient temperature variances of the active cores of the 9-core
system with 4 active cores.

348



TABLE I
SYSTEM PERFORMANCE COMPARISON WITH DIFFERENT NUMBER OF CORES AND DIFFERENT DARK SILICON RATIOS.

Core # Active # Mn Md Mt Active # Mn Md Mt Active # Mn Md Mt

9 2 174.72 146.11 170.77 4 323.26 287.40 288.14 6 415.12 374.99 348.93
16 3 130.89 115.05 125.77 6 234.40 211.05 227.51 9 408.32 371.91 360.29
25 5 108.32 98.28 100.62 10 215.26 193.39 215.26 15 328.04 297.81 320.60
36 7 90.23 82.99 85.69 14 186.51 168.88 170.32 22 290.38 263.77 276.76
49 10 90.97 80.81 88.73 20 174.53 157.26 166.75 30 265.40 242.23 237.44
64 13 76.39 68.36 73.93 26 174.53 157.26 159.85 38 233.30 213.45 221.28
81 16 71.04 64.17 66.39 32 138.72 125.33 118.79 49 216.14 194.26 183.80
100 20 65.15 58.53 58.91 40 136.03 123.52 130.08 60 204.49 186.11 195.81

according to the power budget. The temperatures at the four

active cores stay around the temperature threshold all the time,

showing the effectiveness of the new method.

We have also recorded the temperature variance data in Fig.

7. The variance of the active cores reveals the differences in

temperatures of the active cores. We can see from the figure

that after 200s, the variance of active cores’ temperatures are

significantly lowered comparing to the first 200s and the one

without DTM method.

Finally, we test the performances of the systems with our

new method, comparing with DVFS only in DTM, and the

TSP power budgeting method [4]. The performance of the

systems is measured as million instructions per second (MIPS).

We also collect data with different ratio of cores set to be

active, including 20%, 40%, and 60%. The results are collected

in Table I, where Mn refers to MIPS of our new method,

Md refers to MIPS of DVFS only method, and Mt denotes

MIPS of TSP method. From the table, it is clear that our new

method is always better than DVFS. Because by using task

migration, we have avoided a lot of unnecessary DVFS actions.

Our method also performs better than the TSP method in

performance. The major reason is that TSP is a static method

which cannot consider transient thermal information, while the

new method is able to adjust power budget according to current

and predicted thermal/power information.

VI. CONCLUSION

In this paper, we have proposed a new power budgeting

and dynamic thermal management scheme. Integrated with the

model predictive control, the new method automatically de-

termines power budget values as well as active core positions

considering transient thermal effects. Then, a dynamic thermal

management method with task migration and DVFS is used to

assign appropriate task loads to active cores according to the

previously determined power budget. Experiments on multi-

core systems with different number of cores and different dark

silicon ratios have shown the new method is able to calculate

the power budget accurately, keep the chip in safe temperature

range, and retain the system in high performance. It also

outperforms the recently proposed static power budgeting

method TSP.
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