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Abstract—Because the increasing power density is limited by the thermal constraint, multi-core integrated systems have stepped into

the dark silicon era recently, meaning not all parts of the system can be powered on at the same time. Dark silicon effects are

especially severe for 3-D microprocessors due to the even higher power density caused by the stacked structures, which greatly limit

the system performances. In this work, we propose a greedy based core-cache co-optimization algorithm to optimize the performance

of 3-D microprocessors in dark silicon at runtime. The new method determines many runtime settings of the 3-D system on the fly,

including the active core and cache bank positions, active cache bank number, and the voltage/frequency (V/f) level of each active

core, which optimizes the performance of the 3-D microprocessor under thermal constraint. Because the core-cache settings are

co-optimized in the 3-D space and the power budgets are computed dynamically according to the running state of the 3-D

microprocessor, the new method leads to a higher system performance compared with the existing methods. Experiments on two 3-D

microprocessors show the greedy based core-cache co-optimization algorithm outperforms the state-of-the-art 3-D dark silicon

microprocessor performance optimization method by achieving a higher processing throughput with guaranteed thermal safety.

Index Terms—Performance optimization, thermal management, heterogeneous system, 3-D IC, dark silicon.

✦

1 INTRODUCTION

Three-dimensional (3-D) microprocessors have been pro-
posed to explore the vertical integration potential of the
integrated systems [1]. With stacking multiple dies layer by
layer vertically, 3-D microprocessors achieve better perfor-
mance than traditional 2-D microprocessors in many aspects
including better heterogeneous integration ability, higher
computing density, and shorter interconnection delay [2].
In order to realize the 3-D microprocessor design, several
3-D stacking technologies were introduced including the
through-silicon via (TSV) based stacking, face-to-face (F2F)
bonded stacking, and monolithic 3-D (M3D) technology.
Electronic design automation programs for 3-D systems
were also developed like the thermal modeling [3] and
physical design [4] tools. Some commercial 3-D chips and
prototypes were built recently, such as the AMD Radeon R9
Fury GPU [5] and the 3D-MAPS CPU [6].

The major issue that 3-D structure solves is the memory
wall problem [7], [8], which describes the fact that the long
memory access delay in traditional 2-D microprocessors is
the bottleneck that limits the overall performance of the sys-
tem. There are many 3-D architectures proposed including
the stacking main memory architecture, the stacking cache
architecture, and the stacking cache+core architecture [9].
Among these 3-D architectures, the stacking cache+core
architecture is promising because it resolves the memory
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Fig. 1: The 3-D microprocessor structure with one core layer
and l cache layers connected by TSVs (shown as the vertical
bars). The cores and memory controllers (shown as the gray
squares in the Core layer) are connected by crossbar switch
interconnection.

wall problem between cache and core [10], and a test chip
has been designed and realized as the first fully-functioning
general purpose many-core 3-D processor [6]. The stacking
cache+core 3-D microprocessor structure has one or several
cache memory layers stacked on the top of the core layer, as
shown in Fig. 1. With the reduced interconnection length, 3-
D microprocessors achieve faster cache access speed, which
leads to higher computing throughput compared with the
2-D microprocessors [11].

Despite many advantages, 3-D microprocessors experi-
ence severe thermal induced dark silicon problem. Specif-
ically, Dennard scaling, which states the power density
remains constant with technology scaling and integration,
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becomes invalid in recent years [12]. The rising power den-
sity in the post Dennard scaling era leads to the dark silicon
phenomenon, which means not all parts of the integrated
system can be powered on at the same time in order to
satisfy the thermal constraint. The part of the system which
is deactivated is called dark silicon [12], [13], [14], [15].
Previous studies have revealed that 3-D microprocessors
have higher power density due to the stacked structure [3],
[16], [17], indicating they have more severe dark silicon phe-
nomenon than the traditional 2-D microprocessors. It means
an even larger part of the circuity in 3-D microprocessors
cannot be powered on at the same time, which reduces the
performance advantage brought by the 3-D integration [18].

In order to improve the performance of the microproces-
sors in dark silicon, special power budgeting methods were
proposed, such as the greedy dynamic power (GDP) [13]
and the thermal safe power (TSP) [14]. In addition, many
dark silicon thermal/power management techniques were
introduced based on the power budgets [19], [20], [21]. Un-
fortunately, the aforementioned methods cannot be applied
to 3-D microprocessors, because they cannot consider the
vertical thermal coupling effects of the active components
across multiple die layers. For 3-D microprocessors, the
active component distribution and the power budgets in one
die layer will greatly affect the active component distribu-
tion and the power budgets in other layers, due to the high
vertical heat conductivity in the 3-D package. In addition,
the overall performance of the 3-D microprocessor in dark
silicon is not determined solely by the active components in
one layer, but by the heterogeneous active components in
all layers as a full system. As a result, a complex running
state coordination across all layers is required for a 3-D
microprocessor, in order to optimize its performance.

In this work, we seek for a runtime performance op-
timization method for 3-D microprocessors in dark silicon
which determines the optimal core and cache settings, in-
cluding the distribution and V/f levels of the active cores
as well as the distribution and number of the cache banks,
such that the overall system throughput is maximized.

The major contributions of this work include:

• We have proposed a core-cache co-optimization
framework for 3-D microprocessors in dark silicon
which considers both thermal coupling and per-
formance coupling effects between cache and core.
Through the core-cache co-optimization, the optimal
core settings (active core distribution and V/f levels)
and cache settings (active cache bank number and
distribution) can be found which lead to the optimal
overall system performance.

• A greedy based iterative algorithm has been intro-
duced to determine the optimal power budgets and
distribution of the active cores. The thermal impact
from the active cache banks is taken into account
during this greedy based process to optimize the core
settings. Since the greedy based iterative algorithm
has a polynomial time complexity, the optimal core
settings can be found at runtime.

• We have proposed a cache setting optimization algo-
rithm which adjusts the active cache bank number
and positions dynamically to improve the system

performance with the active core settings in mind.
• We have experimentally compared the new method

with the state-of-the-art method on two 3-D micro-
processors with different architectures. The results
show that the new method outperforms the exist-
ing method in the overall system throughput with
guaranteed system thermal safety.

2 RELATED WORK

In this section, we review the related work on the perfor-
mance optimization of 3-D microprocessors in dark silicon.

Many runtime performance optimization methods were
proposed for 3-D microprocessors with temperature as the
constraint. In [22] and [23], power and energy optimization
methods were proposed with both power constraint and
thermal constraint. Several task scheduling based meth-
ods were proposed to manage temperature dynamically
for 3-D microprocessors [24], [25], [26], [27], [28]. In [11]
and [29], thermal management and performance optimiza-
tion methods were introduced for 3-D microprocessors with
hybrid SRAM/MRAM L2 caches. Zou et al. proposed a
thermal management method considering the thermal in-
duced stress in 3-D systems [30]. With artificial neural
network based runtime stress estimator [31], STREAM was
introduced to optimize the 3-D microprocessor performance
considering the thermal induced reliability problems [17].
However, the aforementioned methods were not designed
for 3-D microprocessors in dark silicon, where only a frac-
tion of the active components are powered on at the same
time.

In recent years, many research studies were conducted
to optimize the performance of the multi/many-core sys-
tems with the emerging dark silicon phenomenon. Thermal
safe power (TSP) [14] was introduced to provide a less
pessimistic static power budget than thermal design power
(TDP) [32] for dark silicon multi-core systems. Greedy dy-
namic power (GDP) was proposed to provide a dynamic
power budget according to the runtime state of the multi-
core system in dark silicon [13]. In [19], researchers pro-
posed a hierarchical power management scheme to improve
the performance of the dark silicon system. A dark silicon
aware scheduling method was proposed in [33] to boost the
system performance considering process variation. In [20],
researchers proposed a dynamic programming based algo-
rithm to determine the optimal active core settings. Kanduri
et al. proposed a dark silicon patterning method which
increases power budget to enhance the system perfor-
mance [21]. Recently, cache-aware task mapping [34] and
task migration [35] algorithms were developed for static
non-uniform cache access (S-NUCA) many-core systems
based on TSP.

Optimizing the performance of the 3-D multi-core sys-
tems with dark silicon phenomenon is much more challeng-
ing than optimizing the 2-D systems. There are limited exist-
ing methods introduced to solve this problem. The state-of-
the-art method was proposed in [36], which considers the
impact of power consumptions of cores and un-core com-
ponents simultaneously to improve the 3-D system perfor-
mance in the dark silicon era. However, due to the limitation
of the algorithm and the simplified two-dimensional model,
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(a) The total power budget of the active cores is low when the active
components cluster together in 3-D space.
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(b) The total power budget of the active cores is high when the active
components are uniformly distributed in 3-D space.

Fig. 2: The impact of the active cache bank and active core locations on the power budgets of the cores tested using the
9-core 3-D microprocessor shown in Fig. 1. In each subfigure, the left image shows the active component distribution (the
active components are in white and the inactive components are in black) and the power budgets (shown as numbers in
the active cores with unit W), the right image shows the temperature distribution with unit °C.
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Fig. 3: The impact of the active cache number on the per-
formance of the 9-core 3-D system. Throughputs (IPS) of
the 3-D system with different number of active cache banks
are plotted by running Swaptions benchmark on 3 active
cores. When the active cache bank number increases, system
throughput will first increase due to the decrease of cache
access latency, but it will decrease later because the heat
generated by the active cache banks forces the active cores
to lower their operating frequencies.

the existing method requires the cache bank and the core
in the same vertical column to be activated at the same
time, which lowers the power budgets of the active cores.
Moreover, this method is based on the static power budget,
which over-constrains the system performance at runtime.

3 MOTIVATION

In this section, we provide an example which motivates this
research work.

In this example, we show two typical active component
distributions of a 9-core 3-D microprocessor in Fig. 2. In
Fig. 2a, the active cores are clustered and the active cache
banks overlap the active cores vertically. Whereas in Fig. 2b,
the active cores and the active cache banks stagger from each
other vertically without forming any clusters. Obviously,
the 3-D microprocessor with the latter active component
distribution has a better heat dissipation condition than
the former one, with two main reasons. First, inside each
layer, the active components in Fig. 2b are more uniformly
distributed without forming large active component clus-
ters. With the uniform distribution, the active cores have

better lateral heat conduction, which leads to higher power
budgets and higher system performance potential. Second,
in Fig. 2b, there is no active cache bank in each vertical
stack with active core. This brings more power budget for
the active core in each vertical stack, which further boosts
the potential system performance. Experimentally, we have
computed the power budgets of the 3-D microprocessor
with two typical active component distributions in Fig. 2.
Clearly, the 3-D microprocessor with a more uniform active
component distribution in the three-dimensional space has
a higher overall power budget, with the same temperature
threshold as the constraint.

Despite the active component distribution, the active
cache bank number also influences the performance of the
3-D microprocessor, in two opposite directions. For the
influence in one direction, activating more cache banks
enlarges the cache size, which increases the cache hit rate
and improves the system performance. For the influence
in the other direction, activating too many cache banks in
the 3-D system will pose too much thermal pressure on
the active cores, forcing them to lower their V/f levels to
avoid thermal constraint violation. To see the impact of the
active cache number on the system performance, we plot the
throughputs (as measured by instructions per second (IPS))
of the 9-core 3-D microprocessor with different number of
active cache banks in Fig. 3. In the beginning, the system
throughput increases with the active cache bank number,
because more active cache banks bring higher cache hit rate
and reduce the cache access delay. When the active cache
bank number grows beyond 6, activating more cache banks
leads to a throughput decrease. This is because activating
cache banks increases the power consumptions of the cache
layers, the active cores have to reduce their power con-
sumption by lowering their performances through dynamic
voltage and frequency scaling (DVFS), in order to keep the
3-D microprocessor thermally safe.

As discussed above, the performance of the 3-D mi-
croprocessor in dark silicon is affected by many runtime
parameters in a complex way. These parameters include
the distribution of the active components in 3-D space, the
active cache bank number, and the V/f levels of the active
cores. In this work, we provide a systematic method named
the greedy based core-cache co-optimization algorithm to
optimize the performance of the 3-D microprocessor by
finding the optimal runtime parameters at runtime.
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4 BACKGROUND

The basic structure of the 3-D microprocessor is shown in
Fig. 1. We assume there are one core layer and l (l ≥ 1) L2
cache layers in the 3-D system. The core layer contains nc

cores and each cache layer contains nm cache banks (making
a total of nml cache banks in the full system). The power,
performance, and thermal models of the 3-D microprocessor
are presented in this section.

4.1 Power and performance models

Power of the 3-D microprocessor is composed of dynamic
power and leakage power (which is also called static
power).

Dynamic power, denoted as pd, depends on the activity
of the active component, which is expressed as

pd = αCeV
2f, (1)

where α is the activity factor, Ce is the equivalent load ca-
pacitance, V and f are the operating voltage and frequency,
respectively.

Leakage power, denoted as ps, does not relate to the
activity of the active component. Instead, it mainly depends
on the temperature and is written as

ps = V Ileak(Tp), (2)

where Tp is the temperature in scalar form (we reserve T
for the temperature in vector form), Ileak is the leakage
current, which is a monotonic increasing nonlinear function
of temperature Tp. For the details of leakage power mod-
eling, simulation, and control, please refer to our previous
work [37], [38], [39].

The performance of the system is measured as the total
instructions per second (IPS) of all cores, abbreviated as
TIPS in this paper. For each core, its IPS is expressed as

IPS = f/(CPIb + Memory stall cycles per instruction) (3)

where CPIb stands for the base clock cycles per instruction
with no memory access delay. The IPS estimation using
performance counts and cache miss rate has been presented
in [10], [11]. In order to estimate IPS with modified cache
bank number, offline training or advanced methods like [40]
can be used to predict the cache miss rate.

4.2 Thermal model

The thermal model of the 3-D microprocessor is built by
exploiting the duality between the thermal system and
the electrical circuit system. By using the finite difference
method, we can discretize the 3-D microprocessor into q
three-dimensional grids and connect them using thermal
equivalent resistors, capacitors, current sources, and voltage
sources.

Since there are nc cores in the core layer and totally
nml cache banks in the l cache layers, the thermal model of

the 3-D microprocessor is written as the following ordinary
differential equations [17]:

GT (t) + C
dT (t)

dt
=

[
Bc Bm1

· · · Bml

]

︸ ︷︷ ︸
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L

T (t).

(4)

In (4), T (t) ∈ R
q is the thermal vector representing tem-

peratures of q grids of the 3-D microprocessor (including
grids for cores, caches, and package parts), G ∈ R

q×q matrix
includes thermal resistance information; C ∈ R

q×q matrix
includes thermal capacitance information; B ∈ R

q×(nc+nml)

matrix contains the power injection topology information;
P (t) ∈ R

(nc+nml) is the power vector with power dissipa-
tions of the cores and caches (as in power models (1) and
(2)), and it is the input of the model. Y (t) ∈ R

(nc+nml)

is the thermal vector with temperature information of the
nc cores and l × nm cache banks, and it is the output of
the model; L ∈ R

(nc+nml)×q is the output selection matrix,
which selects the (nc + nml) temperatures in the core and
cache layers from T (t).

We also divide the matrices B, P (t), Y (t), and L in
(4) into block matrices according to the die layers. To be
specific, Bc, Pc(t), Yc(t), and Lc are the corresponding block
matrices for the core layer; Bmi

, Pmi
(t), Ymi

(t), and Lmi
are

the corresponding block matrices for the cache layer i.
For the details of the internal structure of the thermal

model matrices (G, C , B, and L), please refer to the thermal
modeling work such as [23], [41].

5 THE GREEDY BASED CORE-CACHE CO-

OPTIMIZATION ALGORITHM FOR 3-D MICROPRO-

CESSORS IN DARK SILICON

In this section, we present the greedy based core-cache co-
optimization algorithm for runtime performance optimiza-
tion of 3-D microprocessors in dark silicon.

5.1 The basic idea and flow

As discussed previously in Section 1, the major drawback
of the existing method is the inability to perform co-
optimization of cache and core in the three-dimensional
space. The new method solves this problem with the basic
flow for one optimization time step shown in Fig. 4.

The basic flow contains three main stages. In stage one,
the new method will locate the active cores and compute
their power budgets, by considering the cache effects using
the cache settings (active cache bank number and distribu-
tion) from the previous optimization time step. This stage
will be presented in detail in Section 5.2. In stage two, the
power budgets of the active cores computed in stage one
are updated according to the workloads, in preparation to
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Fig. 4: The basic flow of the runtime performance optimiza-
tion method for dark silicon 3-D microprocessors for one
performance optimization time step.

determine the cache settings in stage three. The details of
this stage will be presented in Section 5.3. In stage three, the
cache settings will be adjusted using the core settings found
in the previous two stages. The details of stage three will be
presented in Section 5.4.

By following the basic flow presented above, the new
method exploits the full performance potential of the 3-D
structure by determining the optimal core and cache settings
through the co-optimization in the three-dimensional space.
Next, we will present the three main stages of the basic flow
in detail. Please note that although the new method is fully
compatible with transient temperature, we will demonstrate
it in steady state for better presentation. The transient ex-
tension can be achieved by following our previous work
(Section 4.3 of [13]), which will not be shown here due to
page limitation.

5.2 Locate optimal positions and compute power bud-

gets of the active cores

The active core positions have a significant impact on the
performance of the dark silicon system as analyzed in [13],
[14]: the total system power budget is generally higher
when the active cores are more uniformly distributed, which
further leads to a higher system performance. For 3-D
microprocessors, the optimal active core distribution for
high system performance is additionally influenced by the
active cache bank distribution. Intuitively, the vertical over-
lapping between active core and active cache bank should
be avoided, in order to gain more power budget to boost
performance.

As a result, in each performance optimization time step,
we will first determine the optimal positions and the power
budgets of the active cores. To consider the impact of active
cache banks on the core settings, we use the active cache
bank number and distribution from the previous optimiza-
tion time step.

The flow of locating the active cores and computing their
power budgets is shown in Fig. 5, with the details presented
in the following.

Fig. 5: The flow to locate the active cores and compute their
power budgets.

5.2.1 Problem formulation

Our goal here is to determine the optimal distribution of
the active cores which maximizes their total power budget
to optimize the system performance, with the cache settings
from the previous optimization step.

However, directly maximizing the total power budget
leads to an optimization problem which is difficult to
solve [13]. Instead, we formulate an equivalent thermal
optimization problem which maximizes the average temper-
ature of the innermost layer (cache layer l), which has the
highest temperature among all die layers,1 under thermal
constraint as

minimize ‖Y − Yml
‖2

subject to

{

card(Pc) = nca,

Yml
� Y,

(5)

where Y = [Tth, Tth, . . . , Tth]
T ∈ R

nm is the temperature
threshold vector with scalar Tth as the user defined tem-
perature threshold value, nca is the active core number,
� denotes for vector inequality, card(Pc) means the cardi-
nality of the vector Pc defined as the number of nonzero
elements in Pc. The equivalence of maximizing the average
temperature of the innermost layer and maximizing the total
power budget has been theoretically proved in [13] and also
experimentally demonstrated in [13], [14].

In order to consider the thermal impact of the cache
layers on the optimal distribution and power budgets of the
active cores, we need to subtract the thermal effects of the
active cache banks from the temperature threshold vector
in (5). To be specific, from the 3-D microprocessor thermal
model in (4), we can derive the steady state response as:

Yml
= Lml

T

= Lml
G−1(BcPc +Bm1

Pm1
+ · · ·+Bml

Pml
).

(6)

Please note that the cache related terms Lml
G−1Bm1

Pm1
,

. . . , Lml
G−1Bml

Pml
in (6) are constants representing the

thermal effects of the active cache banks, which should
be subtracted. Then, the optimization problem in (5) is

1. Please note that the innermost layer has the highest temperature
because it is at the end of the heat dissipation path.
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equivalently transformed into

minimize ‖Yc −AcPc‖2

subject to

{

card(Pc) = nca,

AcPc � Yc,

(7)

where Yc = Y − (Lml
G−1Bm1

Pm1
+ · · · +

Lml
G−1Bml

Pml
) ∈ R

nm is the new constant temperature
threshold vector by subtracting the thermal effects of
the active cache banks, Ac = Lml

G−1Bc ∈ R
nm×nc

is a known constant matrix. The only variable in the
optimization problem (7) is Pc, which needs to be solved.
The distribution of the nonzero elements in Pc denotes the
optimal distribution of the active cores, and the values of
these nonzero elements are the power budgets of the active
cores.

5.2.2 The greedy algorithm to locate the active cores

The problem in (7) is a combinational optimization prob-
lem, which requires enumeration to find the global optimal
solution, making its solving process infeasible at runtime.
In order to solve the optimization problem with low time
complexity, a greedy iterative method is used instead to
find the sub-optimal solution. The basic idea is to locate
one additional optimal active core in each iteration, with
the previously located active cores fixed.

To illustrate the iterative algorithm, we present the pro-
cedure of its (i + 1)th iteration. Because we have already
located i active cores in the previous i iterations, in the
(i + 1)th iteration, our goal is to find one more core to
activate (i.e., the (i + 1)th active core), which optimizes the
optimization goal.

First, we subtract the thermal impact of the i fixed active
cores from Yc to form the residual Rc as

Rc = Yc −AciPci , (8)

where Aci ∈ R
nm×i is formed by the i columns of Ac

corresponds to the i fixed active cores, Pci ∈ R
i contains

the power budgets of the i fixed active cores computed in
the previous iteration (the computation of power budgets
will be presented in Section 5.2.3).

The physical meaning of the residual Rc is the tempera-
ture rise headroom (with temperature threshold as the ceil-
ing) left when the previously located i cores are activated.
As a result, in order to determine the optimal inactive core
to be activated next, we check which remaining inactive
core has the greatest ability to consume this temperature
rise headroom. This is achieved by comparing the inner
products of each remaining column of Ac (corresponds to
an inactive core) and Rc. The inactive core with the largest
inner product is selected as the (i+ 1)th active core.

5.2.3 Compute power budgets in each greedy iteration

After the (i + 1)th active core is picked, we need to update
the power budgets of all i + 1 active cores. Because of the
thermal coupling between caches and cores, the active cache
bank pattern in the vertical direction needs to be considered
in this step. We can classify the active cache patterns above
an active core in two cases:

(a) A non-uniform example:
the right cache bank in cache
layer 2 above an active core is
inactive. The highest temper-
ature will appear on the left
cache bank of cache layer 2.

(b) A uniform example: all
cache banks above an active
core are active. The tempera-
ture distribution can be rela-
tively uniform for cache layer
2.

Fig. 6: Examples of the two active cache patterns above an
active core in a 3D system with 2 cache layers (l = 2).
The white core/cache is active and the grey core/cache is
inactive.

1) The active cache banks are non-uniformly dis-
tributed above the active core. In this case, the high-
est temperature of the innermost layer will appear
on the side which has more active cache banks than
the other side. An example of this non-uniform case
is given in Fig. 6a.

2) The active cache banks are uniformly distributed
above the active core. In this case, the temperature
distribution of the innermost layer (cache layer l)
can be relatively uniform. An example of this uni-
form case is shown in Fig. 6b.

For the non-uniform active cache pattern case, because
the temperature of cache layer l is higher on the side with
more active cache banks, we compute the power budget of
the active core such that the temperature of the cache bank
in cache layer l on the side with more vertical active cache
banks (the temperature of the left cache bank of cache layer
2 (with l = 2) in Fig. 6a) reaches the threshold temperature.
In other words, the power budget of the active core is
constrained by the highest temperature in cache layer l, to
avoid thermal violation.

For the uniform active cache pattern case, because the
temperature distribution of cache layer l can be relatively
uniform, we compute the power budget of the active core
such that the average temperature of the two cache banks
in cache layer l reaches the threshold temperature. In other
words, the power budget of the active core is constrained
by the average temperature of the two cache banks in cache
layer l.

In order to realize the idea above, in the (i + 1)th
iteration, we introduce a selection matrix Ls ∈ R

(i+1)×nm ,
whose values change according to the active core and active
cache patterns. The job of Ls is to select the proper i + 1
temperatures out of all the nm temperatures of cache layer
l, according to the active cache bank patterns above the i+1
active cores.

Then, the power budget of the i + 1 active cores Pci+1

can be computed by simply solving

LsYc = LsAci+1
Pci+1

. (9)

This completes the (i + 1)th iteration of the greedy based
algorithm.
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Fig. 7: The flow to adjust the power budgets and determine
the V/f levels of the active cores.

When we finally finish all nca iterations, Pc can be
readily formulated by filling its elements corresponding to
the active cores with the elements in Pcnca

. The remaining
elements of Pc, which correspond to the inactive cores, are
left as zeros.

5.3 Adjust the power budgets and determine the V/f

levels of the active cores

Although the positions and power budgets of the active
cores are determined in Section 5.2, the power budgets need
to be adjusted according to the workloads of the cores,
before we can assign V/f levels to the active cores correctly.
For example, some applications are memory bound, which
spend the majority of time on memory and do not consume
much CPU power even when it is allowed to. In this case,
the power budgets of the corresponding cores should be
lowered to match the real power consumption value, in
order to make power budget headroom for the other active
components.

The flow of this stage is shown in Fig. 7. To explain the
steps in the flow, let us denote the power consumption of the
ith active core with nominal V/f level as pappi

and its power
budget computed in Section 5.2 as pci . If there is pappi

< pci ,
which means the ith core cannot fully consume the given
power budget, its power budget should be adjusted by
assigning pappi

to pci as pci ← pappi
.

Then, we can assign the V/f level to each active core
according to the adjusted power budget: if there is pci <
pappi

, DVFS is applied to the ith core, with the V/f level
computed using the power models.

Finally, we can compute the throughput of the 3-D mi-
croprocessor under the current active component settings by
computing the total instruction per second (TIPS) of all cores
using the performance model. This system performance is
recorded as TIPSc.

5.4 Adjust the active cache bank number and positions

In the previous stages, the core settings have been computed
using the previous cache settings. Now, we can update the
cache settings, including the active cache bank number and
distribution, using the newly computed core settings. The
flow for this stage is given in Fig. 8.

Fig. 8: The flow to adjust the active cache bank number and
positions.

In determining the active cache bank number and dis-
tribution, we activate or deactivate only one cache bank in
maximum within each performance optimization time step,
to avoid large computing overhead. Then, there are three
options in each step:

1) Activate one more cache bank from the inactive
cache banks.

2) Deactivate one cache bank from the active cache
banks.

3) Keep the current active cache banks.

Since the goal is to find the cache bank settings which
lead to the best system performance, for the first two op-
tions, we need to activate/deactivate the optimal cache bank
and estimate the corresponding system performances. For
the third option, no operation is needed and its system
performance has already been estimated as TIPSc. Then, we
pick the option which leads to the best system performance.
The detailed steps are described in the following.

5.4.1 Activate one more cache bank

For the first option, we need to choose the optimal cache
bank to activate, which leads to the best system perfor-
mance. This problem is equivalent to finding one more cache
bank to activate, which has the greatest potential in comple-
menting the thermal impact of the fixed active cores (or in
other words, which has the least thermal impact to the fixed
active cores). For better presentation, we define two new
boolean vectors Xcur = [xcur(1), xcur(2), . . . , xcur(nml)] ∈
B
nml and Xpre = [xpre(1), xpre(2), . . . , xpre(nml)] ∈ B

nml

to represent the active cache bank distribution for the
current time step and the previous time step, respec-
tively, where xcur(i) ∈ {0, 1} and xpre(i) ∈ {0, 1} for
i = 1, 2, . . . , nml. For each element in the boolean vectors,
xcur(j) = 0 (xpre(j) = 0) means the jth cache bank is
inactive at the current time step (previous time step), and
xcur(j) = 1 (xpre(j) = 1) represents the jth cache bank is
active at the current time step (previous time step). Now,
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we can formulate the optimization problem with the core
settings fixed as

minimize ‖Y − Yml
‖2

subject to







card(Pm) = nma + 1,

card(Xcur −Xpre) = 1,

Yml
� Y,

(10)

where Pm =
[
PT
m1

, · · · , PT
ml

]T
, nma is the active cache bank

number. Please note that the term Lml
G−1BcPc in (6) is

constant now because we fix the core settings to determine
the cache settings. Then, we can rewrite the optimization
problem (10) as the following by plugging (6):

minimize ‖Ym −AmPm‖2

subject to







card(Pm) = nma + 1,

card(Xcur −Xpre) = 1,

AmPm � Ym,

(11)

where Ym = Y − Lml
G−1BcPc ∈ R

nm is a known constant
vector, Am = Lml

G−1
[
Bm1

, · · · , Bml

]
∈ R

nm×nml is a
known constant matrix.

To solve this optimization problem, we simply test all
the previously inactive cache banks (there are nml − nma

inactive cache banks), and pick the optimal one.
For example, to test the jth cache bank (assume it was

inactive previously), we make it active and compute the cost
function explicitly as

‖Ym −Ampre
Pmpre

− amj
pmj
‖2, (12)

where Ampre
∈ R

nm×nma and Pmpre
∈ R

nma are composed
of columns of Am and elements of Pm corresponding to the
active cache banks in the previous time step, respectively.
amj
∈ R

nm and pmj
∈ R are the jth column of Am and jth

element of Pm, respectively, which correspond to the jth
cache bank under test.

Then, the previous inactive cache bank which leads to
the smallest cost function (12) value is chosen as the one to
activate.

Finally, we update the system performance with the
chosen cache bank activated. This is first achieved by com-
puting the power budget of the cores using equation (9) of
the (nca)th iteration (i.e., set i = nca − 1 in (9)) with Ls up-
dated according to the new active cache bank distribution.
Then, the system performance is updated by following the
steps presented in Section 5.3. This system performance is
recorded as TIPSa.

5.4.2 Deactivate one cache bank

To formulate the optimization problem of deactivating a
previously active cache bank, we slightly modify the op-
timization problem in (11) as

minimize ‖Ym −AmPm‖2

subject to







card(Pm) = nma − 1,

card(Xcur −Xpre) = 1,

AmPm � Ym.

(13)

To solve this problem, we test all the previously active
cache banks (there are nma active cache banks), and pick the
optimal one.

For example, to test the jth cache bank (assume it was
active previously), we make it inactive and compute the cost
function explicitly as

‖Ym −Ampre
Pmpre

+ amj
pmj
‖2. (14)

Then, the previous active cache bank which leads to the
smallest cost function (14) is chosen as the one to deactivate.

Finally, we update the system performance with the
chosen cache bank deactivated, using the same correspond-
ing step presented previously in Section 5.4.1. This system
performance is recorded as TIPSd.

5.4.3 Pick the best option for cache bank settings

Now, we have the system performances for the three op-
tions: TIPSa (activate one cache bank), TIPSd (deactivate
one cache bank), and TIPSc (keep the previous cache bank
settings). The decision can be readily made by picking the
option with the largest system performance. The corre-
sponding V/f levels will also be assigned to the active cores.
This concludes the full performance optimization flow for
one time step.

5.5 Full algorithm flow and time complexity analysis

To summarize the new performance optimization method
for 3-D microprocessors, we provide the pseudo code of the
new method for one performance optimization time step in
algorithm 1. The algorithm can be executed in an active core
of the 3-D system (or in a co-processor of the 3-D system if
available) in a centralized way. Then, the computed results
(core settings and cache settings) are sent to cores through
the interconnection network on chip. The algorithm com-
puting and the main workload can be handled by classical
single core scheduling algorithms like priority scheduling
and round-robin scheduling, so the interference can be well
controlled.

Time complexity is important for the runtime perfor-
mance optimization algorithm. For stage 1 (as shown in
Fig. 4), there are totally nca iterations. In each iteration,
testing all the remaining inactive cores requires approxi-
mately nca · nm operations (including the computation of
the residual Rc) and computing the power budget needs
around n3

ca operations. As a result, the time complexity
for stage 1 is O(n2

ca · nm + n4
ca). Stage 2 has a low time

complexity of O(nca), which can be ignored. For stage 3,
trying to activate and deactivate one cache bank requires
around l ·n2

m+nm ·nma operations in total.2 Finally, we can
summarize that the time complexity of the full algorithm is
O(n2

ca · nm + n4
ca + l · n2

m + nm · nma).
For a typical multi-core 3-D system (nca ≤ 16, nm ≤ 18,

l ≤ 2, nma ≤ nm), the operation number is below 105,
leading to a computing overhead which is smaller than 1ms
as shown later in Table 1 and Table 2 in the experiments.

5.6 The application fairness problem and a simple so-

lution

The target of this work is to maximize the overall
throughput of the 3-D system, so the total instruction per

2. Please note that we only need to compute AmprePmpre once.
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Algorithm 1 The greedy based core-cache co-optimization
algorithm for 3-D microprocessors in dark silicon

1: Locate active cores with previous cache settings.
2: Compute the power budgets of the active cores.
3: for i← 1, nca do ⊲ Adjust the power budget of each core

according to its workload.
4: if pappi

< pci then
5: pci ← pappi

6: end if
7: Set V/f level according to pci .
8: end for
9: Compute the total IPS of all cores as TIPSc.

⊲ Compute performance if activate one more cache bank
10: Find the optimal cache bank to activate.
11: Re-compute V/f levels (line 2 to 8).
12: Re-compute the total IPS as TIPSa.

⊲ Compute performance if deactivate one more cache bank
13: Find the optimal cache bank to deactivate.
14: Re-compute V/f levels (line 2 to 8).
15: Re-compute the total IPS as TIPSd.

⊲ Choose the cache bank settings for the best performance
16: if TIPSd > TIPSc && TIPSd > TIPSa then
17: Deactivate the optimal cache bank, nma ← nma − 1.
18: Set V/f levels as the ones in line 14.
19: return
20: else if TIPSa > TIPSc && TIPSa > TIPSd then
21: Activate the optimal cache bank, nma ← nma + 1.
22: Set V/f levels as the ones in line 11.
23: return
24: else
25: return ⊲ Keep nma and use original V/f levels in line 7
26: end if

second (TIPS) is used as the optimization target. However,
with this target, the cache settings may prefer the computing
intensive applications to the memory intensive ones, be-
cause the IPS of the memory intensive applications is lower.
This is called the application fairness problem, which has
been researched for the 2-D systems in [42].

Discussing the application fairness problem thoroughly
is beyond the scope of this work. But we still provide a
simple solution here to ease this problem: just define the

total IPS improvement ratio (TIIR) (TIIRc =
TIPSc −TIPSp

TIPSp
,

TIIRa =
TIPSa −TIPSp

TIPSp
, TIIRd =

TIPSd −TIPSp

TIPSp
) to replace

the TIPS (TIPSc, TIPSa, TIPSd) target in the new method,
where TIPSp is the TIPS of the previous step. Now, the com-
puting intensive applications will not be overly preferred
because they lost the advantage in absolute IPS.

6 EXPERIMENTAL RESULTS

In this section, we present the experimental results to ana-
lyze the performance of the proposed runtime optimization
method for 3-D microprocessors.

6.1 Experimental settings

The experiments are performed using a PC with Intel i7-
6700HQ CPU and 8GB memory.

We built two 3-D microprocessors to test the perfor-
mance of the new method. The first microprocessor (the
9-core system) has a structure as shown in Fig. 1. It has
one core layer and two cache layers. The core layer has
9 Alpha cores and each cache layer has 18 cache banks,
making a total of 36 cache banks in the system. The second
microprocessor (the 16-core system) has the same basic
structure as the 9-core system but with one core layer and
one cache layer. The core layer has 16 Alpha cores and
the cache layer has 16 cache banks, with one cache bank
located on the top of each core. The cores are connected by
crossbar switch interconnection and different die layers are
connected by TSVs. The V/f level of each core ranges from
(800MHz, 0.4V) to (2.0GHz, 1V). The size of the L1 cache
is 32 kB. The L2 cache association is 8 and the L2 cache bank
size is 64 kB for the 9-core system and is 128 kB for the 16-
core system. The capacity of memory is 16GB. The average
delays of each memory access and each cache access are set
as 100 ns and 8 ns, respectively.

We use gem5 [43] as the performance estimator and
McPAT [44] as the power estimator. The benchmarks used
in experiments are from PARSEC v2.1 [45]. Since activating
and deactivating the cache banks for the multithreading
simulation in gem5 is difficult, we explore the multitasking
(multiprogramming) parallelism in this experiment. To be
specific, we run each application in single-thread and assign
one application/thread to one active core. At the end of
each performance optimization cycle, gem5 is stopped to
re-map the cache and then resumed for the next optimiza-
tion cycle. In this way, we can activate and deactivate
cache banks without experiencing any cache coherence and
shared-memory problems. Offline training is performed to
obtain the cache miss rate with different cache size for the
performance estimation in cache setting adjustment. The
average error for cache miss rate estimation is 2.4% and the
average error for performance estimation is 5%. The power
of the interconnection is ignored in the experiment, because
it is very small (less than 2mW for each router including
both dynamic power and leakage power) compared with
the power of the active components as analyzed in [46], [47].
We assume the greedy based core-cache co-optimization
algorithm is executed in an active core of the 3-D micropro-
cessor. The performance, power, and thermal impact of the
algorithm computing are counted in the measurements. We
also take into account the delay of information gathering
and dispatching through the interconnection network on
chip, which is estimated as 100 cycles [46], [47].

Deactivating a cache bank requires its dirty blocks to
be written to the memory and activating a new cache
bank requires the bank to wake up. We count the energy
overhead of deactivating a cache bank as 50µJ, according
to the studies in [10], [11]. For activating a cache bank,
the wake-up time is only several clock cycles, which is
ignored, according to [11], [48]. There will be start up misses
in a short period of time when the cache bank is newly
activated. It is not a problem of the new method when the
workload mode is stable (cache bank activation does not
often happen immediately after a deactivation) since they
are not additional misses. In case that the workload mode
is unstable, drowsy cache can be used instead of power
gating for deactivating a cache bank, as advised by many



10 IEEE TRANSACTIONS ON COMPUTERS

36.4176
0

0

0
75.6338

0

0
0

36.4176

65

70

75

80

85

(a) Time step 1. The optimal active core positions are automatically
determined by the new method. The new method also activates one
active cache bank to increase system performance. Because the 3-D
system has not reached threshold temperature yet, placing the active
cache bank on top of an active core does not harm performance.
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(b) Time step 2. The new method activates one more cache bank to
increase system performance.
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(c) Time step 3. The new method activates one more cache bank to
increase system performance. The active core positions are automati-
cally updated by the new method to minimize the thermal impact from
the existing activated cache banks. The new cache bank is activated by
avoiding any active core in the vertical direction, such that the total
system performance is maximized.
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(d) Time step 4. The new method activates one more cache bank to
increase system performance. The cache bank with the smallest thermal
impact to the active cores is activated, such that the total system
performance is maximized.
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(e) Time step 5. The new method activates one more cache bank at the
optimal location to increase system performance.
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(f) Time step 6. The new method activates one more cache bank at the
optimal location to increase system performance.

Fig. 9: The active core and active cache bank locations of the 9-core system determined by the new method for the first 6
performance optimization time steps. Benchmark used for this test is Swaptions and the active core number is 3. In each
subfigure, the left image shows the active component distribution (the active components are in white and the inactive
components are in black) and the power budgets (shown as numbers in the active cores with unit W), the right image
shows the temperature distribution with unit °C.

dynamic cache tuning studies [49]. It avoids the start up
miss overhead by introducing small energy overhead [48].

The thermal models of the 3-D microprocessors are ex-
tracted from HotSpot [50], where each core/cache layer has
the dimension of 12mm × 12mm × 0.15mm for the die
and 12mm× 12mm× 0.02mm for the TIM. The convection
resistance of heatsink is set as 0.2KW−1 and the convection
capacitance of heatsink is 14.4 JK−1. For all test cases, we
set the ambient temperature as 25 °C and the temperature
constraint as 85 °C. The performance optimization time step
is set as 1 s.

In order to show the advantage of the new method, we
compare it with the state-of-the-art performance optimiza-
tion method for 3-D dark silicon system proposed in [36]
(we call it the existing method), which uses a heuristic
method to find the power of each core and the correspond-
ing cache bank number. In the original work of the existing
method [36], thermal design power (TDP) is used as the

power budget constraint for the performance optimization.
However, TDP has been proved to be overly conservative
for the dark silicon system [14]. In order to fully release the
potential of the existing method for a better comparison,
we use thermal safe power (TSP) [14], which is the power
budget specially designed for the dark silicon system, as the
power budget of the existing method.

6.2 Runtime behavior analysis of the 3-D microproces-

sor with the new performance optimization method

First, we analyze the runtime behavior of the 3-D micro-
processor with the new performance optimization method.
We use the 9-core system with 3 active cores running the
Swaptions benchmark for this analysis. For initiation, the
temperature of the whole packaged system is set as the
ambient temperature, and the active cache bank number is
zero.
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(b) bodytrack.
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(c) canneal.
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(d) dedup.

1 2 3 4 5 6 7 8 9

Active core number

0

100

200

300

P
o

w
e

r 
(W

) New-core

New-cache

Existing-core

Existing-cache

1 2 3 4 5 6 7 8 9

Active core number

0

1

2

3

IP
S

10
10

New

Existing

(e) ferret.
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(f) freqmine.
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(g) swaptions.
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(h) x264.

Fig. 10: The performance comparison results between the new method and the existing method on the 9-core system with
different benchmarks.

The runtime behavior of the 3-D microprocessor for
the first 6 optimization time steps with the new method
is demonstrated in Fig. 9. From each subfigure in Fig. 9,
we can see the active core and cache bank positions, the
power budgets of the active cores, and the temperature
distributions of the three die layers, for each time step.

Fig. 9a shows the status of the 3-D microprocessor at
the first time step. We see that the three active cores are
located optimally by the new method, without forming
active core clusters. One cache bank is activated by the
new method, because it will increase the total performance
of the 3-D microprocessor. We notice that the cache bank
is activated directly on the top of an active core (C9 in
Fig. 1). It looks like a mistake by the first instinct but it
is actually correct as explained in the following. If we pay
attention to the temperature distribution in Fig. 9a, we see
the highest temperature of the die is much lower than the
temperature threshold because the whole package was at
ambient temperature just one time step ago for initiation. In
this condition, activating the cache bank on the top of the
active core does not degrade the total system performance
because the power budget of the active core has not been
limited by the temperature constraint yet.

In time step 2, as shown in Fig. 9b, the active cores are
kept the same as the previous time step. The new method
activates one more cache bank because this will increase the
total system performance. The newly activated cache bank
is on the top of an active core (C9 in Fig. 1), due to the same
reason presented previously in time step 1.

In time step 3, as shown in Fig. 9c, the active core
distribution is re-mapped by the new method to avoid over-
lapping with the active caches. This is because the whole
packaged system is heated up now, the power budgets of
the active cores start to be constrained by the temperature

threshold. By avoiding the active caches vertically, the active
cores are able to gain more power budgets with the same
temperature threshold. The new method activates one more
cache bank in this step to further improve the system
performance. Cache bank M13 is correctly chosen by the
new method as the new active cache bank because it has
minimum thermal impact on the active cores. With the
power budgets computed by the new method, the highest
temperatures (which appear at the cache banks in cache
layer 2 above the active cores) just reach the temperature
threshold, meaning the full performance potential of the 3-
D microprocessor is released without violating the thermal
constraint.

From time step 4 to time step 6, as shown from Fig. 9d to
Fig. 9f, more cache banks are activated by the new method,
because system performance can still be improved with
larger cache size. These new active cache banks are all
activated at the positions with minimum thermal impact on
the active cores, leading to high power budgets of the active
cores and high system performance.

Although activating more cache banks can increase the
hit rate to benefit the system performance, it will also
decrease the frequencies of the active cores which harms
the performance, because the increasing power of the active
cache banks will limit the power budgets of the active cores
due to the thermal constraint. After time step 6, the balance
is reached, and the new method judges that activating
more cache banks will not improve the system performance
further.

6.3 Comparison against the existing method

Now we compare the new method with the state-of-the-art
performance optimization method for 3-D microprocessor
in dark silicon proposed recently in [36] (called the existing
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(c) canneal.
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(d) dedup.
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Fig. 11: The performance comparison results between the new method and the existing method on the 16-core system with
different benchmarks.

method). Both methods are applied to the same 3-D micro-
processors with the same experimental settings as shown
previously in Section 6.1.

We will first compare the performances of the 3-D micro-
processors optimized by the new method and the existing
method. Then, we will look into the transient temperatures
of the 3-D microprocessors managed by the two methods,
which provide explanations and experimental supports to
the performance comparison results. Lastly, the computing
overheads of the two methods are compared and analyzed.

6.3.1 System performance comparison and analysis

In this comparison, we run multiple tests with each PARSEC
benchmark by changing the active core number from 1 to
nc, in order to consider all dark silicon conditions. For each
test, the PARSEC benchmark is applied to all active cores,
then we collect the average instruction per second (IPS) of
the 3-D microprocessor as the performance measurement. In
order to analyze the performance results, we also record the
power consumptions of the cores and caches, for each test.

The system performance comparison results on the 9-
core microprocessor and the 16-core microprocessor are
shown in Fig. 10 and Fig. 11, respectively, for different
benchmarks and different active core numbers. For all test
cases, the 3-D microprocessor managed by the new method
has a higher system performance than the one optimized by
the existing method.

The new method leads to a better system performance
mainly because it brings a higher power budget than the
existing method, as revealed by the power consumption
comparison in Fig. 10 and Fig. 11, thanks to two good
properties of the new method. First, the new method is
able to perform the joint optimization of the active core
and active cache bank distributions. Whereas the existing
method only optimizes the active core distribution in a

heuristic way. With the joint optimization, the true power
budget potential of the 3-D system is released with the
same thermal constraint. Second, the new method is able
to compute the power budget at runtime according to the
current active component distribution. In contrast, the exist-
ing method relies on the static power budget computed off-
line. Because such static power budget cannot be updated
at runtime, it is computed in a pessimistic way so that the
absolute thermal safety is guaranteed for any situation [13],
[14]. However, such power budget is too low for most of the
running conditions, which greatly limits the performance of
the 3-D microprocessor.

6.3.2 Transient temperature comparison and analysis

The temperature behavior of the 3-D microprocessor is
also important in order to justify both the performance
optimization ability and the system reliability consideration
of a performance optimization method. To be specific, with
a good method, the temperature of the 3-D microprocessor
shall satisfy the following two conditions at the same time.
First, the average temperature of the 3-D microprocessor
should be high. This means the power budget provided
by the optimization method is sufficient to achieve high
system performance. Second, the highest temperature of
the 3-D microprocessor should always be lower than the
temperature threshold. This indicates the reliability of the 3-
D microprocessor is ensured when the system performance
is being optimized.

Due to the reasons above, we have performed a transient
temperature comparison to analyze the differences between
the new method and the existing method. In this compari-
son, the same set of benchmarks is used for both methods.

We plot the transient temperature comparison results
with the 9-core microprocessor and the 16-core micropro-
cessor in Fig. 12. We see that the average temperature of the
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(a) Transient temperature comparison on the 9-core system.
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(b) Transient temperature comparison on the 16-core system.

Fig. 12: Transient temperature comparison between the new
method and the existing method [36]. The temperature
threshold is set to be 85 °C for both methods.

processor with the new method is higher than that with the
existing method. It means the power budget dynamically
optimized by the new method is much higher than the static
power budget used by the existing method, which further
leads to a higher system performance as revealed previously
in Section 6.3.1.

The highest temperature traces of the 3-D microproces-
sor managed by the new method and the existing method
are also plotted in Fig. 12. The highest temperature ap-
pears at cache layer 2, because it is the innermost layer
in the heat dissipation path. We can see that the highest
temperatures of the 3-D microprocessor with both methods
are always below the temperature threshold. It means both
methods keep the 3-D microprocessor in a safe state during
the performance optimization process. We also notice that
the highest temperature with the new method just reaches
the temperature threshold without violating it. It indicates
the power budgets computed by the new method are not
only conservative to guarantee the system safety, but also
accurate to release the system performance potential.

We also plot the power and temperature snapshots of
the 9-core system and the 16-core system at 70 s in Fig. 13
and Fig. 14, respectively. From the figures, we see that the
active component distribution of the 3-D microprocessor
optimized by the new method is more uniform in the 3-
D space. The power budget provided by the new method
is also higher than the existing method, thanks to the
optimized active component distribution and the dynamic
power budget computing. The temperatures of all 3-D mi-
croprocessors are below the temperature threshold (85 °C),
but the temperature distributions with the new method are
more uniform and the average temperatures with the new
method are also higher. This confirms again that the new

TABLE 1: The computing overhead comparison on the 9-
core system.

Active core # 1 2 3 4 5 6 7 8 9

Time
(ms)

New 0.28 0.37 0.45 0.51 0.57 0.67 0.73 0.82 0.90
Existing 0.27 0.26 0.19 0.28 0.28 0.21 0.27 0.25 0.16

TABLE 2: The computing overhead comparison on the 16-
core system.

Active core # 1 3 5 7 9 11 13 15

Time
(ms)

New 0.21 0.31 0.42 0.56 0.68 0.81 0.95 1.1
Existing 0.66 0.86 0.77 0.85 0.88 0.78 0.65 0.57

method releases the system performance potential with the
system thermal safety ensured.

6.3.3 Computing overhead comparison and analysis

Finally, we compare and analyze the computing overhead
of the new method and the existing method.

The computing overheads of the two methods for the 9-
core system and the 16-core system are collected in Table 1
and Table 2, respectively. The overhead is measured as the
computing time for each performance optimization time
step (1 s in this experiment).

From the tables, we can see that both methods have
small computing overhead, with around 1ms. Thanks to
the greedy based algorithm, the new method manages to
compute the power budget dynamically at a fast speed. The
computing overhead of the new method is slightly higher,
mainly because it computes power budget dynamically
at runtime, whereas the existing method uses the static
power budget computed off-line. However, with the slightly
higher computing overhead, the new method provides a
higher power budget than the static power budget used
in the existing method. Such higher power budget leads
to a significantly higher overall system throughput, which
overweighs the slight disadvantage in overhead. It is also
noted that the overhead of the new method increases with
the active core number, because more iterations are needed
to locate more active cores.

6.4 Analysis of using TIIR for application fairness

As presented in Section 5.6, the new method using TIPS as
the optimization target may prefer the computing intensive
applications to the memory intensive applications, so using
TIIR as the target is provided as a simple solution.

In order to see the effectiveness of using TIIR, we per-
form the new method on the 9-core system with 6 active
cores running 4 computing intensive applications (all are
“swaptions”) and 2 memory intensive applications (both
are “canneal”). The throughput comparison results of us-
ing TIPS and TIIR as the optimization targets are shown
in Fig. 15. By using the TIIR target, although the over-
all throughput is lower, the memory intensive application
(“canneal”) gains a higher performance since the IPS preju-
dice is alleviated, compared with using the TIPS target.
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Fig. 13: The power and temperature snapshots of the 9-core system at 70 s of Fig. 12a. In each subfigure, the left image
shows the active component distribution (the active components are in white and the inactive components are in black) and
the power budgets (shown as numbers in the active cores with unit W), the right image shows the temperature distribution
with unit °C.
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Fig. 15: The throughput comparison of using TIPS and TIIR
as the optimization targets on the 9-core system with 6 active
cores running 4 “swaptions” and 2 “canneal” applications.
The IPS is measured as the average IPS of one core running
the specific application.

7 LIMITATIONS AND FUTURE WORK

Although the new method can be applied to the widely
adopted 3-D system composed of one core layer and mul-
tiple cache layers, it is not compatible with the 3-D system
with cores and caches mixed in the same layer. We plan
to develop the performance optimization algorithm for the
latter 3-D system as our future work.

Moreover, the new method in current form cannot be
applied to the many-core 3-D microprocessors, mainly be-
cause of the following two problems. First, the computing
overhead grows with the core and cache numbers as shown
in the time complexity analysis, making the overhead un-
acceptable for the many-core 3-D systems. Second, the new
method assumes all cache banks can be accessed with the
same latency for each active core and gem5 is directly used
for architectural modeling, because the memory controllers
are connected with the cores using crossbar switch in the
core layer. However, the many-core systems are usually

Non-Uniform Cache Access (NUCA) based, meaning the
cache access latency depends on the locations of the core
and cache bank [34], [35] which are connected by a 3-D
NoC. As a result, a future research direction is to develop
a distributed runtime performance optimization algorithm
with NUCA consideration and new architectural model for
the many-core 3-D systems.

8 CONCLUSION

In this article, we have presented a greedy based core-cache
co-optimization algorithm to optimize the performance of
3-D microprocessors in dark silicon at runtime. With a
greedy based joint optimization scheme, the new method
determines a sub-optimal distribution of active cores and
active cache banks in the three-dimensional space across
different die layers. The active cache bank number is ad-
justed dynamically by the new method to improve the
overall system performance. The V/f levels of the active
cores are also tuned by the new method according to the
power budgets computed at runtime under the optimized
active component distributions. The experiments show that
the new greedy based core-cache co-optimization algorithm
outperforms the state-of-the-art performance optimization
method for 3-D microprocessors in dark silicon with a
higher system throughput and guaranteed system thermal
safety.
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