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Abstract—Leakage power is becoming significant in new generation IC chips. As leakage power is nonlinearly related to temperature, it is challenging to manage the thermal behavior of today's multicore systems, since thermal management becomes a nonlinear control problem. In this paper, a new predictive dynamic thermal management (DTM) method with neural network thermal model is proposed to naturally consider the inherent nonlinearity between leakage and temperature. We start with analyzing the problems of using recurrent neural network (RNN) to build the nonlinear thermal model, and point out that there is exploding gradient induced long-term dependencies problem, leading to large model prediction errors. Based on this analysis, we further propose to use echo state network (ESN), which is a special type of RNN, as the leakage-aware nonlinear thermal model. We theoretically and experimentally show that ESN achieves much higher accuracy by completely avoiding the long-term dependencies problem. On top of this nonlinear ESN thermal model, we propose a novel model predictive control (MPC) scheme called ESN MPC, which uses iterative steps to find the optimal future power recommendations for thermal management. Being able to consider the leakage-temperature nonlinear effects and equipped with advanced control technique, the new method achieves an overall high quality temperature management with smooth and accurate temperature tracking. The experimental results show the new method outperforms the state-of-the-art leakage-aware multicore DTM method in both temperature management quality and computing overhead.
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I. INTRODUCTION

POWER density keeps increasing with technology scaling, causing severe thermal related problems in high performance multicore systems, including system reliability and performance degradations [1]–[4]. In order to find the economical and efficient methods to solve the high temperature issue and improve both system performance and reliability, researchers have proposed dynamic thermal management (DTM) methods, which control the thermal behavior of multicore systems by management actions, including task migration [5]–[10], dynamic voltage and frequency scaling (DVFS) [11]–[15], etc. To guide these management actions, modern DTM methods are employed with advanced control schemes. For example, model predictive control (MPC) using linear thermal models was proposed to provide system power recommendation [16]–[19]. With the help of MPC, the management actions, such as DVFS and task migration can be correctly executed.

However, most DTM methods do not consider leakage power properly, resulting in less accurate thermal management [20]. For current high performance systems manufactured using new technology, leakage power, which even accounts for over 50% of the total power consumption, cannot be neglected anymore [21]. To make matters worse, leakage power depends on temperature exponentially [22], [23], forming a positive feedback between power and temperature: temperature rise will cause the leakage power increase, and will in turn cause the temperature to rise further, which may lead to thermal runaway in the worst case. Therefore, the leakage power induced thermal problem has already become one of the most important limiting factors of IC system performance today.

The major challenge of considering leakage power in DTM lies in building a leakage-aware thermal model which is accurate and works well with DTM methods. It comes from the fact that most DTM methods require linear thermal models. However, the accurate leakage-aware thermal model is inherently nonlinear as aforementioned. To mitigate this problem, some approximation-based thermal models considering leakage power were proposed, including explicit linear approximation models [24]–[28], implicit linear approximation models by system identification [29]–[32], piecewise linear approximation models [33], [34], and polynomial approximation models [20]. However, all these models are problematic when integrated into DTM as will be discussed in Section II.
In this paper, we propose a new leakage-aware DTM method. In order to handle the nonlinear dependency between leakage power and temperature accurately, we propose to use neural network-based control scheme for DTM. After analyzing the problems in applying recurrent neural network (RNN) to the leakage-aware DTM, we find echo state network (ESN) not only considers the inherent nonlinearity between leakage and temperature but also avoids the long-term dependencies problem in normal RNN. Then, MPC specially designed for this ESN thermal model is introduced to calculate the future power recommendations for the thermal management. Being able to consider the leakage-temperature nonlinear effects and equipped with advanced control technique, the new method is able to achieve an overall high quality temperature management with smooth and accurate temperature tracking.

The remaining parts of this paper are organized as follows. In Section II, we review some relevant researches in DTM, and present the motivation and major contributions of this paper. In Section III, we introduce the leakage power modeling and thermal modeling techniques, which serve as the basic knowledge of leakage-aware DTM. Then, we demonstrate the new leakage-aware DTM using neural network-based control in Section IV. The experimental results showing the performance of the new method are presented in Section V. Finally, Section VI concludes this paper.

II. RELATED WORK AND NEW CONTRIBUTIONS

In this section, we briefly review some relevant researches in DTM, leakage-aware thermal modeling, and leakage-aware DTM for multi/many-core microprocessors.

On the DTM side, many methods have been proposed to improve the thermal related performance of multi/many-core systems [35], [36], and data centers [37]. DTM method targeting CPU-GPU co-optimization was introduced in [38] to improve mobile gaming performance. Palomino et al. proposed adaptive temperature optimization [39] and approximate computing [40] based DTM methods for video coding process. Machine learning-based DTM method for HEVC encoding was introduced in [41]. DTM method which improves both the performance and reliability of the 3-D ICs was recently proposed in [42].

The DTM methods above are usually combined with management actions like task migration and DVFS. Task migration switches tasks among different cores in multi/many-core systems to lower the peak temperature of the chip [5]–[9], and can also be used to lower the energy consumption in heterogeneous multicore systems [10]. DVFS controls voltage and operating frequency to adjust the heat dissipation of the chip [11], [12]. It was also applied to dark silicon systems to determine the voltage or frequency levels of the active cores [13], [14], which was further improved by introducing the thermal safe power budget (TSP) [43] and dynamic power budget (GDP) [44]. Works combining task migration and DVFS were presented in [15], [19], [45], and [46].

The above management actions should be guided by control schemes. As a result, advanced control methods using MPC with linear models were proposed to improve the management quality [16]–[19], but they failed to consider the nonlinearity between leakage and temperature.

In order to handle the nonlinearity between leakage and temperature in DTM and thermal simulation, some leakage-aware thermal models have been proposed. These models can be basically classified into three categories: 1) linear approximation models; 2) piecewise linear approximation models; and 3) polynomial approximation models. Linear models which approximate the nonlinearity between leakage and temperature linearly were presented in [24]–[28]. System identification-based linear thermal models were also proposed in [29]–[32], which implicitly linearize the leakage. However, these linear models suffer from low accuracy issue caused by the large linear approximation error. Piecewise linear approximation models were proposed to improve the accuracy of the linear models [33], [34]. However, they can be hardly integrated into an advanced control scheme due to their complex structures for implementation, so no piecewise linear approximation model-based DTM has ever been proposed. Some researchers proposed polynomial-based models to approximate the nonlinearity between leakage and temperature [20]. Although this complicated model improves accuracy, it can only be applied to thermal management for single-core systems, because its polynomial is scalar function-based [20]. In recent years, some learning-based thermal modeling approaches have been proposed [47], [48], which have potential in leakage consideration.

There are very few existing leakage-aware DTM methods based on the leakage-aware thermal models. The method in [25] minimizes the maximum temperature for periodic hard real-time systems using linear leakage-aware thermal model. A similar linear model is also used in [45], but without advanced control scheme. In addition to the DTM methods mentioned above with linear model, a DTM method with quadratic polynomial-based leakage-aware thermal model was introduced in [20]. However, as mentioned before, this DTM method can only be used for single-core systems instead of multicore systems.

The discussions above reveal that it is difficult to design an accurate leakage-aware DTM method for multicore systems. In this paper, we resolve this problem by proposing a novel leakage-aware DTM with neural network-based nonlinear thermal model. The major contributions of this paper are summarized as follows.

1) In order to handle the nonlinearity between leakage and temperature, we propose to build an RNN-based thermal model for the multicore system. Since RNN is a nonlinear model itself, the leakage induced nonlinearity can be accurately modeled with proper RNN model structure and training process.

2) We analyze the problems of using RNN-based thermal model in leakage-aware DTM. Specifically, with both theoretical analysis and experimental evidence, we reveal that there is significant exploding gradient induced long-term dependencies problem for normal RNN model in this application. Because of this, normal RNN model shows large temperature estimation error, thus cannot be used for leakage-aware DTM.

3) Based on the analysis above, we propose to use ESN, which is a special type of RNN, for leakage-aware...
thermal modeling. We show theoretically and experimentally that ESN is able to avoid the exploding gradient induced long-term dependencies problem and thus enables the new leakage-aware nonlinear DTM.

4) We specially designed an ESN-based MPC framework called ESN MPC for the leakage-aware DTM problem. It contains additional leaky units to better deal with the long-term dependencies problem [49], [50] and ignores the high order Taylor expansion terms to reduce computing overhead compared with the method in [51]. The detailed steps of integrating the ESN-based leakage-aware thermal model into the specially designed MPC is demonstrated. The ESN MPC framework is able to provide accurate dynamic power adjustment recommendations for the multicore systems.

5) We have experimentally compared the ESN-based thermal model with the recently proposed artificial neural network (ANN)-based thermal model. Our numerical results show that the ESN-based thermal model is more accurate than the ANN-based thermal model, because of its superior ability in dynamic system modeling thanks to its recurrent structure.

6) We have also experimentally compared the ESN MPC-based DTM method with one state-of-the-art linear leakage model-based multicore DTM method. Our numerical results show the new method outperforms the state-of-the-art leakage-aware multicore DTM method in both management quality and computing overhead, because it handles nonlinearity in a natural and efficient way. Furthermore, compared with the existing polynomial model-based method, the new method can easily handle multicore systems without restriction.

III. BACKGROUND

In this section, the leakage power model used in this paper will be introduced first. After that, we briefly review the traditional leakage-aware thermal modeling techniques, and show their problems for DTM application.

A. Modeling of the Leakage Power

It is well known that, the total power of chip, denoted as \( P_t \), is composed of dynamic power and leakage power (which is also called static power). The dynamic power, denoted as \( P_d \), depends on the activity of the chip, and thus can be easily estimated by performance counter-based methods [52]–[54]. Unlike dynamic power, leakage power \( P_s \) is independent of the chip’s activity and caused by leakage current \( I_{\text{leak}} \) as

\[
P_s = V_{dd} I_{\text{leak}}.
\]

The values of leakage power are harder to obtain than dynamic power, mainly because of the special temperature sensitivity caused by leakage current. IC leakage current has various components, including subthreshold current, gate current, reverse-biased junction leakage current, and so on. Among these components, subthreshold current \( I_{\text{sub}} \) and gate leakage current \( I_{\text{gate}} \) are the dominant parts. As a result, we can ignore other parts of leakage and get the leakage current approximation [55]–[57] as

\[
I_{\text{leak}} = I_{\text{sub}} + I_{\text{gate}}.
\]

The subthreshold current is modeled in the commonly accepted MOSFET transistor model BSIM 4 [58] as (also apply \( V_{DS} \gg V_T \) [56])

\[
I_{\text{sub}} = K V_T^2 e^{\frac{V_{GS}-V_{th}}{V_T}} (1 - e^{-\frac{V_{DS}}{V_T}}) \approx K V_T^2 e^{\frac{V_{GS}-V_{th}}{V_T}}
\]

where \( V_T = (kT/q) \) is the thermal voltage and \( T_p \) is a scalar representing temperature at one place, \( K \) and \( \eta \) are process related parameters, and \( V_{th} \) is the threshold voltage.

While the subthreshold current is highly related to temperature, the gate current \( I_{\text{gate}} \), which results from tunneling between the gate terminal and the other three terminals, does not depend on temperature and can be considered as a technology-dependent constant.

Apparently, the leakage current has a complex relationship with temperature. In this paper, we use (1)–(3) to model the leakage power considering such relationship. The parameters of leakage current can be obtained by curve fitting using HSPICE simulation data. In order to see the accuracy of the model used, Fig. 1 shows an HSPICE simulation result of leakage using 7-nm PTM-MG FinFET models for high-performance applications (7-nm PTM-MG HP nMOS and HP pMOS) provided online at [59], and its curve fitting result using approximate leakage model. From the figure, we can see that the leakage power model has high accuracy for all common temperatures of IC chips.

We conclude that the leakage power distribution depends mainly on the temperature distribution for a certain chip with constant physical parameters. Since temperature also depends on power, in order to view the whole picture, traditional thermal model of IC chip is used to describe temperature’s dependency on power as shown next.

B. Traditional Leakage-Aware Thermal Modeling and Its Problems

In order to calculate the full-chip temperature distribution, a thermal model that links the power and temperature is needed. Traditionally, to perform thermal analysis for an IC chip, the chip and its package are divided into multiple blocks called thermal nodes, with the partition granularity determined by accuracy requirements. Then the thermal resistances and capacitances among these thermal nodes are computed, which model the thermal transport and power response behaviors.

\[ T_i \] introduced latter in (4) is a vector representing temperatures at multiple positions.
For example, for a n-core system with m total thermal nodes, we can generate its thermal model as

\[
G T_i(t) + C \frac{d T_i(t)}{dt} = B P_{s}(T_i, t) \\
Y(t) = LT_i(t)
\]

where \( T_i(t) \in \mathbb{R}^m \) is the temperature vector (distinguished from \( T_p \), which is a scalar representing temperature at only one place), representing temperatures at \( m \) places of the chip and package; \( G \in \mathbb{R}^{m \times m} \) and \( C \in \mathbb{R}^{m \times m} \) contain equivalent thermal resistance and capacitance information, respectively; \( B \in \mathbb{R}^{m \times n} \) contains the power injection topology information; \( P(T_i, t) \in \mathbb{R}^n \) is the power vector with power dissipations of \( n \) cores, including both dynamic power vector \( P_d \) and leakage power vector \( P_s \), i.e., \( P(T_i, t) = P_d(T_i, t) + P_s(t) \), reminding that leakage power \( P_s(T, t) \) is actually a function of temperature \( T_i \) modeled using (1)–(3); \( Y(t) \in \mathbb{R}^n \) is the output temperature vector of \( n \) cores; \( L \in \mathbb{R}^{n \times m} \) is the corresponding output selection matrix which selects the \( n \) core temperatures from \( T_i(t) \).

For the detailed structure of the thermal model, please refer to [45] and [60].

The leakage power \( P_s(T_i, t + h) \) is a nonlinear function of current temperature \( T_i(t + h) \), leading to the fact that we need \( T_i(t + h) \) to compute \( P_s(T_i, t + h) \) while we also need \( P_i(T_i, t + h) \) to compute \( T_i(t + h) \), similar to the famous chicken or the egg causality dilemma. As a result, \( T_i(t + h) \) cannot be calculated directly.

Iteration-based method has been proposed to compute the temperature and leakage power by providing an initial guess [34], [61], [62]. Although this method is pretty accurate, it cannot be used in DTM because it is extremely time consuming. In this paper, we use the iteration-based thermal estimation method as the accuracy golden baseline (called “golden” in short) and it also serves as the multicore system plant. Detailed steps of the iteration-based method are discussed in our previous work [34].

In order to find a practical leakage-aware thermal model for DTM, researchers proposed to approximate the nonlinear function (3) using linear function, piecewise linear function, or simple polynomials. But all these methods show limitations in DTM as discussed in Section II.

IV. LEAKAGE-AWARE DTM USING ECHO STATE NETWORK-BASED PREDICTIVE CONTROL

As discussed in the previous sections, there are very few leakage-aware DTM works for multicore systems. In this section, we present a new leakage-aware DTM method using a neural network-based nonlinear thermal model and nonlinear MPC.

This section is organized as follows. First, in Section IV-A, we analyze the performance of the general RNN structure-based thermal model, and point out it does not work well for leakage-aware DTM because of the exploding gradient induced long-term dependencies problem. Then, in order to avoid such problem, we propose to use ESN model, which is an RNN with special structure, for leakage-aware DTM. The structure and training of ESN for thermal management application are presented in Section IV-B. Finally, in Section IV-C, we demonstrate the detailed steps of integrating the ESN-based thermal model into the new nonlinear ESN MPC framework to perform leakage-aware DTM.

A. Leakage-Aware Thermal Modeling Using RNN and Its Long-Term Dependencies Problem

1) RNN-Based Leakage-Aware Thermal Model: RNN is a deep network specialized in sequence modeling. It is invented to deal with data in vector sequence form by the machine learning community [50]. Because dynamic systems produce the output vector sequence from a given input vector sequence, RNN also can be used as a black box model for dynamic systems, especially for nonlinear dynamic systems [63]. In addition, RNN has a simple structure, which makes it easier to be integrated into an advanced control framework than some other complex neural networks.

In order to improve DTM quality of multicore systems by accurately considering the nonlinearity between the leakage current and temperature, it is natural to think of using RNN as the leakage-aware thermal model. Although RNN is powerful in many applications, we show in this paper that it is difficult to train the normal RNN for leakage-aware DTM problem because of its problem of learning long-term dependencies in the training process [50], [64]. With the problem of learning long-term dependencies, the accuracy of the RNN model will suffer, especially for an RNN that requires a long sequence to train as in leakage-aware DTM.

Here, we use a simple RNN shown in Fig. 2 as an example to demonstrate this problem. Because RNN can naturally consider the nonlinearity between leakage power and temperature, we just need dynamic power \( P_d(k) \) as the input and leakage power \( P_s(k) \) should be handled automatically inside RNN. \( T_r(k) \) is the output temperature of RNN, containing the on-chip temperatures only.\(^2\) \( x_t(k) \) is the state, which is also called the hidden unit. In addition, there are matrices \( A_r \), \( D_r \), and \( E_r \), representing the weighted connections between input-to-hidden, output-to-hidden, and hidden-to-output, respectively, which are called weight matrices. This RNN outputs the on-chip temperatures \( T_r(k) \) at each time step, and has recurrent connections from the output at one time step to the hidden units at the next time.

\(^2\)We do not need the explicit package temperatures in most applications. If certain package temperatures are explicitly needed, we can simply add them to \( T_r(k) \).
time step. Please note that we can put more than one hidden unit at each time step, in order to increase the model capacity.

Assume the multicore system has \( n \) cores \((T_i(k) \in \mathbb{R}^n)\), \( n \) power sources \((P_d(k) \in \mathbb{R}^n)\), and there are \( q \) hidden units \((x_r(k) \in \mathbb{R}^q)\) used at each time step, then this simple RNN architecture can be written as

\[
\begin{align*}
    x_r(k) &= f(A_rP_d(k) + D_rT_r(k-1) + \alpha) \\
    T_r(k) &= E_rx_r(k) + \beta
\end{align*}
\]

where \( A_r \in \mathbb{R}^{n \times n} \) is specifically called input weight matrix, \( D_r \in \mathbb{R}^{q \times n} \) is called recurrent weight matrix, and \( E_r \in \mathbb{R}^{n \times q} \) is called output weight matrix. The activation function \( f \) is an element wise nonlinear function. Usually, \( f \) is chosen as logistic sigmoid function \( f(k) = [e^k/(e^k + 1)] \) or hyperbolic tangent function \( f(k) = \tan(k) \) in RNN. \( \alpha \in \mathbb{R}^q \) and \( \beta \in \mathbb{R}^n \) are the bias vectors.

2) Long-Term Dependencies Problem in RNN-Based Leakage-Aware Thermal Model: The RNN model has to be trained before usage, i.e., the proper values of its weight matrices \((A_r, D_r, E_r)\), which lead to an accurate RNN model for the specific application, need to be determined in the training process. Assume we have a training set comprises input (dynamic power vector trace) and output (system temperature vector trace) samples of \( n_t \) time steps using obtained the slow but accurate golden iteration-based leakage-aware thermal estimation method [61], [62]. Let us denote \( T_0(k) \) as the output temperature from training samples and \( T_r(k) \) as the output temperature from RNN model at time \( k \). In order to get an accurate RNN model, we need to make the output temperature \( T_r(k) \) of RNN as close as possible to the training temperature data \( T_u(k) \), by tuning the RNN weight matrices. As a result, the goal of the training process is to minimize the following cost function:

\[
J = \sum_{1 \leq l \leq n_k} \| T_u(k) - T_r(k) \|_2. \tag{6}
\]

To minimize the cost function \( J \), our task is to search for the weight matrices \((A_r, D_r, E_r)\) which reduce the cost function \( \nabla V J \) to zero in an iterative way. However, long-term dependencies problem may occur during the gradients computation process, leading to RNN model accuracy degradation, as explained in the following.

Here, we illustrate such long-term dependencies problem by computing the derivative of the cost \( \psi(k) := T_u(k) - T_r(k) \in \mathbb{R}^n \) at time \( k \) in (6) with respect to a weight \( w_{ij} \) in the weight matrices as an example

\[
\frac{\partial \psi(k)}{\partial w_{ij}} = \sum_{1 \leq l \leq k} \left( \frac{\partial \psi(k)}{\partial x_r(k)} \frac{\partial x_r(k)}{\partial T_r(l)} \frac{\partial T_r(l)}{\partial w_{ij}} \right) \tag{7}
\]

where \((\partial \psi(k)/\partial x_r(k))(\partial x_r(k)/\partial T_r(l))(\partial T_r(l)/\partial w_{ij})\) measures how \( w_{ij} \) at time \( l \) affects the \( \psi(k) \) at time \( k \), \((\partial T_r(l)/\partial w_{ij})\) is the “immediate” partial derivative by taking \( T_r(l-1) \) as a constant, and

\[
\frac{\partial x_r(k)}{\partial T_r(l)} = \frac{\partial x_r(k)}{\partial T_r(k-1)} \left( \prod_{l+2 \leq l \leq k} \frac{\partial T_r(i-1)}{\partial x_r(i-1)} \frac{\partial x_r(i-1)}{\partial T_r(i-2)} \right) \tag{8}
\]

where \( z_r(i) \) is defined as \( z_r(i) = A_rP_d(i)+D_rT_r(i-1)+\alpha \) only to simplify notation and \( g \) is an operator which converts a vector into a diagonal matrix.

The problem of learning long-term dependencies can be induced by either vanishing gradient or exploding gradient. In order to analyze the long-term dependencies problem and distinguish its cause, we mainly focus on the multiplication \( \prod_{l+2 \leq l \leq k} \text{diag}(f'(z_r(i)))D_rE_r \) in (8). Let us define \( \kappa_i = \| \text{diag}(f'(z_r(i)))D_rE_r \|_2 \), which is also the largest singular value of \( \text{diag}(f'(z_r(i)))D_rE_r \). Then, if \( \kappa_i < 1 \) and \( k \gg 1 \), the value of \( \| \prod_{l+2 \leq l \leq k} \text{diag}(f'(z_r(i)))D_rE_r \|_2 \) will go to 0, indicating the vanishing gradient induced long-term dependencies problem. Similarly, the exploding gradient induced long-term dependencies problem may happen when \( \kappa_i > 1 \) and \( k \ll 1 \). More discussions on the difficulty of learning long-term dependencies can be found in [50] and [64]–[66].

When encountering exploding gradient or vanishing gradient problems, it is difficult for RNN to learn the weights in the training process, which will lead to a large model error. Unfortunately, in the leakage-aware thermal modeling, there is a severe exploding gradient problem. We can see this by observing the value of \( \kappa_i \) shown in Fig. 3 for one RNN example where there are three hidden layers with ten neurons in each layer. In the figure, \( \kappa_i \) is larger than 1 for all training time \( k \), indicating exploding gradient problem in this case. We remark that similar results are observed in all other tested RNN models with different sizes and configurations.

To see the disastrous results of this exploding gradient induced long-term dependencies problem, we built leakage-aware RNN models with different sizes and hidden layer configurations using 10,000 samples obtained from the golden iteration-based method with sampling interval to be 1 s. Then, we use other 7000 samples to verify the accuracy of this model. The training and validation accuracy results are collected in Table I. Results shown in the table reveal that no matter how we adjust the model sizes and hidden layer configurations, RNN models have relatively large training error and validation error. Even the smallest average training and validation errors are larger than 6°C and 8°C, respectively. This means that normal RNN model is not suitable for building leakage-aware thermal model due to the exploding gradient induced long-term dependencies problem in the training process. In the next part, we will show this problem can be solved by using ESN, which has a special RNN structure.
B. ESN-Based Leakage-Aware Thermal Model for Multicore Systems

From Section IV-A2, we know that normal RNN has difficulty in learning long-term dependencies to build an accurate leakage-aware thermal model for DTM due to the exploding gradient problem in training process. In this section, we show that ESN [49], [67], [68], which is an RNN with special structure, is able to avoid this problem.

1) RNN Structure Selection for Leakage-Aware Thermal Modeling: By analyzing the difficulty in learning long-term dependencies in Section IV-A2, we know the cause of such difficulty is that the gradients [like the one in (7)], which propagate over many stages through time, tend to either vanish or explode when we train the recurrent weight matrix. Specifically, for the application of leakage-aware thermal modeling, there is severe exploding gradient induced long-term dependencies problem as shown in Section IV-A2.

In order to avoid the long-term dependencies problem in RNN, many variants of RNN were proposed with different structures. One famous variant is call the long-short term memory (LSTM) network [69], [70]. However, LSTM has a complex LSTM structure, which makes it difficult to be integrated into the DTM framework. Furthermore, LSTM was proposed to mitigate the vanishing gradient induced long-term dependencies problem, so it does not address the exploding gradient induced problem [64], which happens in leakage-aware thermal modeling as shown in Fig. 3.

On the other hand, ESN can avoid both vanishing gradient and exploding gradient induced long-term dependencies problems by learning only the output weight matrix in training. Because the long-term dependencies problems happen when we train the weights among hidden neurons using backpropagation, which causes gradients to propagate over many stages (as shown in Section IV-A2). ESN prevents this problem by avoiding the backpropagation-based training of the weights among hidden neurons. To be specific, the input and recurrent weight matrices (which contain weights among hidden neurons) of ESN are created randomly and fixed, meaning they are not trained using backpropagation. Instead, only the output weight matrix needs to be trained using simple linear regression as will be shown later. Since there is no backpropagation needed in training (but only a linear regression), there is no gradient propagation and vanishing/exploding gradient induced long-term dependencies problem in ESN. As a result, we can use ESN as the leakage-aware thermal model, which should be able to achieve high thermal prediction accuracy in DTM without the difficulty in learning long-term dependencies.

2) ESN Architecture for Leakage-Aware Thermal Modeling:

The ESN architecture used for our thermal modeling is shown in Fig. 4. In the figure, $P_d(k) = [P_d, P_d, \ldots, P_d]^T$ is the vector of dynamic power injections of the multicore system, and $T(k) = [T_1(k), T_2(k), \ldots, T_n(k)]^T$ contains the output on-chip temperatures. All recurrent connections of ESN are located between hidden units. The weights of the input-to-hidden units connections and hidden-to-hidden units connections are randomly assigned and fixed, which are shown as arrows with solid lines in Fig. 4. The weights of hidden-to-output units connections and input-to-output units connections should be determined in the training process, which are shown as arrows with dashed lines in Fig. 4.

ESN shown in Fig. 4 can be also written into the state space like formulation similar to the normal RNN in (5). Assume the multicore system has $n$ cores ($T(k) \in \mathbb{R}^n$), $n$ dynamic power sources ($P_d(k) \in \mathbb{R}^n$), and there are $q$ hidden units ($x(k) \in \mathbb{R}^q$) in the ESN, then the ESN-based leakage-aware thermal model can be written as

$$x(k) = (1 - \gamma)x(k - 1) + \gamma f(Ax(k) + Dx(k - 1))
$$

$$T(k) = Ex(k) + HP_d(k)
$$

where $\gamma$ is the parameter of the linear self-connection from hidden units $x(k - 1)$ to $x(k)$ (such hidden units are called leaky units). When $\gamma$ is close to 0, the information for a long time in the past can be remembered by ESN. When $\gamma$ approaches 1, the past information is quickly discarded [50]. This is a simple and quite effective strategy used in ESN to deal with long-term dependencies problem [49]. Input matrix $A \in \mathbb{R}^{q \times n}$ and recurrent connection matrix $D \in \mathbb{R}^{q \times q}$ are randomly generated and cannot be changed in the training process. Matrices $E \in \mathbb{R}^{q \times 1}$ and $H \in \mathbb{R}^{1 \times n}$ represent the weighted connections between hidden-to-output and input-to-output, respectively, whose values will be learned in the training process presented next.

3) Training of the Leakage-Aware ESN Thermal Model:

In this part, we introduce the process of training the ESN-based model of a $n$-core system. Arrows with solid lines: fixed weights which are created randomly; arrows with dashed lines: output weights which need to be trained. $P_d(k)$ is the dynamic power of the $i$th core and $T_i(k)$ is the temperature of the $i$th core.
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<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
</tbody>
</table>

Table I: Absolute Training and Validation Errors (in °C) of Normal RNN-Based Leakage-Aware Thermal Model. Errors are Large for All RNNs With Different Configurations, Due to the Exploding Gradient Induced Long-Term Dependencies Problem.
thermal model of multicore systems. ESN training is relatively simple: we only need to train the output matrix, denoted here as $W_{\text{out}} = [E, H] \in \mathbb{R}^{n_x \times (q+n)}$, using linear regression as shown below.

Assume we have a training set with training input series $P_u(k)$ and training output series $T_u(k)$, where $k = 1, 2, \ldots, n_k$. By injecting the power input data $P_u(k)$ into the ESN model (9), we can compute the state series $x(k)$, $k = 1, 2, \ldots, n_k$ easily because both $A$ and $D$ are known constant matrices.

Then, we collect the state series and training input series as state collection matrix $S \in \mathbb{R}^{n_k \times (q+n)}$

$$S = \left[ x(1), x(2), \ldots, x(n_k) \right]^T,$$

Similarly, we collect training output series $T_u(k)$ as output collection matrix $O \in \mathbb{R}^{n_k \times n}$

$$O = [T_u(1), T_u(2), \ldots, T_u(n_k)]^T.$$  

From (9), we have $O^T = W_{\text{out}} S^T$, which is a linear function. As a result, the trained output matrix $W_{\text{out}}$ can be easily computed as

$$W_{\text{out}} = \left(S^T O\right)^T (10)$$

where $S^T$ represents the pseudo-inverse of $S$.

Since we get the trained ESN model without using gradient propagation (which may cause the gradient to vanish or explode), the training of ESN successfully avoids the long-term dependencies problem. In this way, we obtain a trained ESN-based leakage-aware thermal model, which should be accurate and can be integrated into MPC for DTM as shown next in Section IV-C.

C. Leakage-Aware DTM With ESN MPC for Multicore Systems

MPC has a long history in the process industrial field. In recent years, MPC has been used for DTM of multicore systems [17]–[19]. However, these methods are unable to consider the nonlinearity between leakage and temperature, resulting in significant management error for systems with high leakage ratio. In Section IV-B, we have shown the new ESN-based compact thermal model, which is capable of handling the leakage induced nonlinearity. Although building and training the ESN-based thermal model are not difficult, it is not straightforward to integrate such model into the MPC-based DTM framework to compute the proper future dynamic power recommendations, because existing MPC-based DTM methods require compact linear thermal models [17]–[19]. In this section, we present a newly designed DTM framework: ESN MPC. In this framework, the MPC flow is specially modified to adapt the ESN-based nonlinear thermal model, and is able to provide the leakage-aware power adjustment for multicore systems.

The framework of the new ESN MPC-based leakage-aware DTM method for multicore systems is shown in Fig. 5. The basic task of ESN MPC is to calculate the input dynamic power recommendation $P_d(k+1)$, such that the future plant temperature will track a given temperature target. In order to do that, the ESN MPC predicts the future temperature $T(k+i|k)$ using the ESN thermal model (presented in Section IV-B) with current state estimation $x(k)$. Then, the proper $P_d(k+i)$ is solved from an optimization problem (represented by the “optimization” block in Fig. 5) which minimizes the difference between the predicted temperature $T(k+i|k)$ and the target temperature. Note that current state $x(k)$ is not directly available. It should be estimated using extended Kalman filter [67] with sensor temperature information $T(k)$ from the multicore system plant.

The challenge in the ESN MPC-based DTM is how to handle the nonlinearity of the ESN thermal model properly in the power recommendation computing process. Now, we present detailed steps of the ESN MPC-based DTM.

First, at current time (assume we are at time $k$), we denote the future input dynamic power trajectory (which is unknown and needs to be computed in the end) into the future $N_c$ steps (where $N_c$ is called the control horizon in MPC) as

$$P_d = [P_d(k+1)^T, P_d(k+2)^T, \ldots, P_d(k+N_c)^T]^T$$

and the future input dynamic power difference trajectory as

$$\Delta P_d = [\Delta P_d(k+1)^T, \Delta P_d(k+2)^T, \ldots, \Delta P_d(k+N_c)^T]^T$$

where $\Delta P_d(k+i) = P_d(k+i) - P_d(k+i-1) \in \mathbb{R}^n$, $P_d \in \mathbb{R}^{N_c \times n}$, $\Delta P_d \in \mathbb{R}^{N_c \times n}$.

Then, the temperature predictions from current time $k$ into the future $N_p$ steps (where $N_p$ is called the prediction horizon in MPC), denoted as $T(k+i|k)$, $i = 1, 2, \ldots, N_p$, can be expressed as a function of $P_d$, using the ESN thermal model (9) and current temperature information $T(k)$ read from thermal sensors in the multicore system. These temperature predictions are written in vector trajectory $T \in \mathbb{R}^{N_p \times n}$ as

$$T = [T(k+1|k)^T, T(k+2|k)^T, \ldots, T(k+N_p|k)^T]^T$$

where $T(k+i|k)^T$ is the predicted temperatures at time $k+i$ using information of current time $k$.

Similarly, the target temperature vector $T_{tg}$ is written in a vector trajectory $T_{tg} \in \mathbb{R}^{N_p \times n}$ as

$$T_{tg} = [T_{tg}^T, T_{tg}^T, \ldots, T_{tg}^T]^T.$$

Next, we will introduce the optimization process in ESN MPC, which is represented by the optimization block in Fig. 5.

---

**Fig. 5.** Framework of ESN MPC-based leakage-aware DTM for multicore systems. Extended Kalman filter is used for state estimation. The blue phrases in parentheses are the tools used to implement the specific blocks in our experiment which will be presented in Section V.
As briefly mentioned before, the objective of the MPC-based DTM is to compute the proper power recommendation which brings the predicted output temperature $T$ as close as possible to the target temperature $T_{tg}$. This control problem is transformed into the following optimization problem:

$$\text{minimize } \left\| T_{tg} - T \right\|_2.$$  
(11)

Note that $T$ is a function of the input power trajectory $\mathcal{P}_d$, so this optimization problem looks for the optimal future power trajectory $\mathcal{P}_d$ (power recommendation) which minimizes $\left\| T_{tg} - T \right\|_2$.

For practical usage, a regulation term $r_w \| \Delta \mathcal{P}_d \|_2$ may be added to the original cost function in the optimization problem (11), to form the new regulated optimization problem [71], [72]

$$\text{minimize } \left\| T_{tg} - T \right\|_2 + r_w \| \Delta \mathcal{P}_d \|_2$$  
(12)

where $r_w$ is a tuning parameter. In order to facilitate presentation, we can rewrite optimization problem (12) as

$$\text{minimize } \mathcal{F}(\mathcal{P}_d) = \Psi^T \Psi + \Delta \mathcal{P}_d^T R_w \Delta \mathcal{P}_d$$  
(13)

where $\Psi = T_{tg} - T \in \mathbb{R}^{N_p \times n}$, $R_w = r_w I \in \mathbb{R}^{N_p \times N_p}$ is a diagonal matrix and $I \in \mathbb{R}^{N_p \times N_p}$ is identity matrix.

Then, the remaining steps focus on how to compute the power recommendation trajectory to minimize $\mathcal{F}(\mathcal{P}_d)$ in (13). In order to find the $\mathcal{P}_d$ which minimizes the nonlinear function $\mathcal{F}$, the procedure is to compute the gradient of $\mathcal{F}$ against $\mathcal{P}_d$, and search the solution $\mathcal{P}_d$ along the direction where the gradient of $\mathcal{F}$ decreases in an iterative way. In this paper, we use the Levenberg–Marquardt (LM) algorithm [73] for the solution search.

LM algorithm uses continuous iterations to search for the optimal solution. In each iteration, it will compute a search offset $\Delta \varepsilon$, and update the solution $\mathcal{P}_d$ as

$$\mathcal{P}_d \leftarrow \Delta \varepsilon + \mathcal{P}_d.$$  
(14)

The problem now is how to calculate the search offset $\Delta \varepsilon$. Let us denote the Jacobian matrices of $\Psi$ and $\Delta \mathcal{P}_d$ as $F_1$ and $F_2$, respectively

$$F_1 = \frac{\partial \Psi}{\partial \mathcal{P}_d}, \quad F_2 = \frac{\partial \Delta \mathcal{P}_d}{\partial \mathcal{P}_d}.$$  

Then the offset $\Delta \varepsilon$ in LM algorithm is calculated as

$$\Delta \varepsilon = -(M + \tau \text{diag}(M))^{-1} (F_1^T \Psi + F_2^T R_w \Delta \mathcal{P}_d)$$  
(15)

where

$$M = F_1^T F_1 + F_2^T R_w F_2$$

and $\tau$ is the (non-negative) damping factor that is adjusted at each iteration. If the value of $\mathcal{F}$ decreases after an iteration, divide $\tau$ by $\nu$, where $\nu$ is set by experience. Inversely, if the value of $\mathcal{F}$ increases after an iteration, multiply $\tau$ by $\nu$. Please note that $\Delta \varepsilon$ in (15) can be solved using Gaussian elimination efficiently without computing $(M + \tau \text{diag}(M))^{-1}$ explicitly.

In order to calculate $\Delta \varepsilon$ using (15), we still need to compute the Jacobian matrices $F_1$ and $F_2$.

For the first Jacobian matrix $F_1$, we can write it in the following form as:

$$F_1 = -\begin{bmatrix} \frac{\partial T(k+1)}{\partial \mathcal{P}_d(k)} & \frac{\partial T(k+1)}{\partial \mathcal{P}_d(k+1)} & \cdots & \frac{\partial T(k+1)}{\partial \mathcal{P}_d(k+N)} \\ \frac{\partial T(k+2)}{\partial \mathcal{P}_d(k)} & \frac{\partial T(k+2)}{\partial \mathcal{P}_d(k+1)} & \cdots & \frac{\partial T(k+2)}{\partial \mathcal{P}_d(k+N)} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\partial T(k+N)}{\partial \mathcal{P}_d(k)} & \frac{\partial T(k+N)}{\partial \mathcal{P}_d(k+1)} & \cdots & \frac{\partial T(k+N)}{\partial \mathcal{P}_d(k+N)} \end{bmatrix}$$  
(16)

where $\underbrace{\frac{\partial T(k+i)}{\partial \mathcal{P}_d(k+j)}}_{\mathcal{P}_d(k+j)} \in \mathbb{R}^{n \times N_p}$ and $F_1 \in \mathbb{R}^{N_p \times N_p}$. Using the ESN (9), $\{\frac{\partial T(k+i)}{\partial \mathcal{P}_d(k+j)}\}$ can be easily computed in the following way.

1) For all $i < j$, since the future inputs do not affect current outputs, we get

$$\frac{\partial T(k+i)}{\partial \mathcal{P}_d(k+j)} = 0$$  
(17)

where $0$ is a $n \times n$ zero matrix.

2) For all $i = j$, we obtain

$$\frac{\partial T(k+i)}{\partial \mathcal{P}_d(k+j)} = E \frac{\partial x(k+i)}{\partial \mathcal{P}_d(k+j)} + H$$  
(18)

where

$$\frac{\partial x(k+i)}{\partial \mathcal{P}_d(k+j)} = \gamma \text{diag}(f'(z(k+i)))A$$

and $z(k+i) = AP_d(k+i) + D x(k+i-1|k)$.

3) For all $i > j$, there is

$$\frac{\partial T(k+i)}{\partial \mathcal{P}_d(k+j)} = E \frac{\partial x(k+i)}{\partial \mathcal{P}_d(k+j)}$$  
(19)

where

$$\frac{\partial x(k+i)}{\partial \mathcal{P}_d(k+j)} = (1 - \gamma) \frac{\partial x(k+i-1|k)}{\partial \mathcal{P}_d(k+j)} + \gamma \text{diag}(f'(z(k+i))) \times \left( D \frac{\partial x(k+i-1|k)}{\partial \mathcal{P}_d(k+j)} \right).$$

Finally, $F_1$ can be computed by using the formulas above.

Because $\Delta \mathcal{P}_d$ has a linear relationship with $\mathcal{P}_d$ [specifically, there is $\Delta \mathcal{P}_d(k+i+1) = P_d(k+i+1) - P_d(k+i)$], the second Jacobian matrix $F_2$ is easy to compute as shown below.

1) For all $i = j$, we have

$$\frac{\partial \Delta \mathcal{P}_d(k+i)}{\partial \mathcal{P}_d(k+j)} = I$$  
(20)

where $\|\Delta \mathcal{P}_d(k+j)\|_2$ for all cases.

2) For all $i = j+1$, there is

$$\frac{\partial \Delta \mathcal{P}_d(k+i)}{\partial \mathcal{P}_d(k+j)} = -I.$$  
(21)

3) For all other cases, we have

$$\frac{\partial \Delta \mathcal{P}_d(k+i)}{\partial \mathcal{P}_d(k+j)} = 0.$$  
(22)

In summary, $F_2$ can be simply written in the following form:

$$F_2 = \begin{bmatrix} I & 0 & \cdots & 0 & 0 \\ -I & I & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & I & 0 \\ 0 & 0 & \cdots & -I & I \end{bmatrix}$$  
(23)
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TABLE II
RUNTIME (TIME), MEMORY COST (MEM), PREDICTION DIFFERENCE (PRED DIFF), AND TRACKING DIFFERENCE (TRACK DIFF) RESULTS OF THE NEW ESN MPC-BASED DTM METHOD. RUNTIME IS AVERAGED COMPUTING TIME FOR EACH THERMAL MANAGEMENT ACTION (EVERY 1 s). PREDICTION DIFFERENCE IS THE TEMPERATURE DIFFERENCE BETWEEN THE TARGET TEMPERATURE AND THE TEMPERATURE PREDICTION IN THE ESN MPC USING THE COMPUTED POWER RECOMMENDATION. TRACKING DIFFERENCE IS THE TEMPERATURE DIFFERENCE BETWEEN THE TARGET TEMPERATURE AND THE ACTUAL PLANT TEMPERATURE WITH ESN MPC. THE PREDICTION DIFFERENCE AND THE TRACKING DIFFERENCE ARE IN °C

<table>
<thead>
<tr>
<th>Neuron # in ESN hidden layer</th>
<th>Nc = 1, Np = 1</th>
<th>Nc = 1, Np = 2</th>
<th>Nc = 1, Np = 3</th>
<th>Nc = 2, Np = 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>neuron</td>
<td>time (ms)</td>
<td>mem (KB)</td>
<td>pred diff avg</td>
<td>track diff avg</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
<td>1.25</td>
<td>2.95</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>50</td>
<td>1.3</td>
<td>5.76</td>
</tr>
<tr>
<td>150</td>
<td>10</td>
<td>100</td>
<td>1.47</td>
<td>5.81</td>
</tr>
<tr>
<td>250</td>
<td>10</td>
<td>250</td>
<td>1.53</td>
<td>6.13</td>
</tr>
<tr>
<td>350</td>
<td>10</td>
<td>350</td>
<td>1.59</td>
<td>6.46</td>
</tr>
</tbody>
</table>

B. Performance Evaluation of Leakage-Aware DTM With ESN MPC

After analyzing the accuracy of the ESN-based leakage-aware thermal model, we evaluate the performance of the new leakage-aware DTM method with ESN MPC.

The experimental flow diagram for the performance evaluation of the ESN MPC-based DTM is given previously in Fig. 5, where ESN MPC method is chosen as 0.1 by trial and error. We mainly focus on two DTM performances. The first is the temperature tracking difference between the actual plant temperature and the target temperature, which represents the effectiveness and accuracy of the management. The second is the overhead [computing overhead (runtime) and memory cost] of the DTM, with respect to different ESN model sizes as well as different Np and Nc.

From Table II, we can see that the average plant temperature tracking difference against the target is smaller than 3 °C for all cases. For the best case in this test (with 350 neurons in the hidden layer and Nc = 1 and Np = 2), the average tracking difference is only 1.32 °C. However, the memory cost is 960 KB and the runtime for this case is greater than 120 ms for each thermal management frame of 1 s, which is an unacceptable computing overhead as an on-line algorithm. By balancing the tracking difference and overhead, we choose the DTM configuration as: ESN model which has 50 neurons in the hidden layer with Nc = 1 and Np = 2. In this case, the average tracking difference is 1.59 °C, the memory cost is 23 KB and the runtime is only 18 ms for the 16-core system. Because such
computation is performed on only one out of the 16 cores, the throughput degradation is estimated to be only around 0.1% at runtime (assuming there are no synchronization problems in parallel computing) or can be avoided by implementing the algorithm in low power coprocessor or FPGA. Generally, the time and memory costs grow linearly with model size, but there is an optimal model size for accuracy because overfitting may happen if the model is too large.

We also record the prediction difference of ESN MPC, which stands for the temperature difference between the target temperature and the temperature prediction in the ESN MPC using the power recommendation. The average prediction difference is within 1 °C for all cases, and this difference is caused by the regulation term in (12).

In order to show the advantage of the new method, we compare the new method (50 neurons in the hidden layer with \( N_p = 2 \) and \( N_c = 1 \)) with the state-of-the-art leakage-aware DTM method MAGMA [45], which uses linear approximation to deal with nonlinearity between leakage and temperature. In MAGMA, each core is divided into 25 thermal blocks to ensure accuracy. For a fair comparison, we integrated the open source MAGMA program into the same multicore system plant as our new method. In order to do this, we also added Kalman filter to MAGMA for state estimation, because the multicore system plant can only provide the on-chip temperature through thermal sensors.

We have also performed another comparison to provide direct evidence that the new ESN-based DTM has good performance in leakage power consideration. We use the golden linear thermal model (the same as in the plant) with linear approximation-based leakage model (linearized at target temperature 85 °C), and integrate it into the MPC framework. The thermal management result using this new setting is called “golden thermal model with linear leakage.” There is no thermal model error in this new setting, which is an ideal assumption and actually takes advantage over all other methods including ESN MPC (there are both thermal model error and leakage model error mixed inside ESN MPC).

In addition, we have also implemented a leakage-aware DTM using iteration-based thermal prediction, which works as the DTM baseline for management accuracy (called “baseline” in short). Since the DTM baseline is based on the golden thermal model (4) and uses iterative method to deal with nonlinear relationship between leakage and temperature, it avoids errors in both thermal modeling and leakage modeling. Note that this method is only used to provide the DTM accuracy baseline, because its golden thermal model assumption is unrealistic and its computing overhead is far too large for practical runtime usage.

The plant temperature comparison results of core C32 using ESN MPC-based method, MAGMA [45], golden thermal model with linear leakage, and the baseline are shown in Fig. 9(a). The corresponding frequencies of C32 under control are given in Fig. 9(b) with the base frequency as 2 GHz. Due to page limitation, we do not plot the results of other cores which have similar results. Once the dynamic power is supplied to the cores starting from 5 s, we can see all DTM controlled temperatures rise from a low temperature (idle temperature with only leakage power) to the target immediately upon activation with different overshoots. Then, the temperatures oscillate around the target temperature because the SPEC power inputs are regulated by thermal management. For example, when the temperature is higher than the target, thermal management will lower the temperature in the next management cycle (by lowering the power input). But if over adjustment is caused due to the inaccuracy of management, the temperature will be raised (by increasing power input) in the next management cycle. From the figure, we observe that the average temperature tracking difference of baseline is less than 0.75 °C. Such tracking difference is caused by the fast power variations between two thermal management actions (with duration of 1 s in this test), which is unavoidable for any DTM methods.

From Fig. 9(a), it is clear that the temperature controlled by MAGMA [45] shows large temperature tracking difference (with average tracking difference 4.89 °C) against the target temperature. In fact, the reason that MAGMA shows large error is mostly two folds. First, MAGMA uses a simple linear model to approximate the nonlinear relationship between leakage current and temperature, which is not very accurate and leads to control accuracy loss. Second, MAGMA ignores the heat exchange among cores in the multicore system [45], which will cause error in control decision.

The new ESN-based DTM method shows good temperature tracking results in Fig. 9(a). The temperature controlled by the new method is very close to the target temperature (with 1.59 °C average tracking difference), which means the new method even performs very close to the baseline (within 0.75 °C as shown before) in temperature tracking accuracy. The reason is that the new method avoids the two
problems in MAGMA as explained here. First, the new method uses the ESN-based leakage-aware thermal model. Since ESN is a nonlinear model, it is able to accurately model the nonlinearity between leakage and temperature. This is further supported by the comparison results between ESN MPC and the golden thermal model with linear leakage: ESN MPC has much smaller temperature control overshoot than the latter method (from 5 s to around 8 s), even with the fact that the latter method has the ideal golden thermal model.

Second, the ESN-based thermal model is a multiple-input and multiple-output model which considers the core to core heat exchange (as well as core to package heat exchange). Furthermore, the MPC framework is improved in this paper to be compatible with this ESN-based thermal model, such that the future power recommendation computed by the ESN MPC fully considers the heat exchange among cores. From the observations and discussions above, we can see that leakage-aware DTM with ESN MPC method outperforms MAGMA in thermal management quality for multicore systems.

On the computing overhead side, we have tested the runtime of both the new method and MAGMA, recorded as the average computing time for each thermal management action (every 1 s). The new ESN MPC method has a runtime of 18 ms, which is much smaller than that of MAGMA which is 321 ms. In order to increase the speed of MAGMA, we reduce the resolution of MAGMA to be the same as the ESN-based method (with one thermal node for each core resulting in 46 × 46 sized system matrices for MAGMA). In this setting, the runtime of MAGMA is 101 ms, which is still larger than ESN-based method with 50 neurons in the hidden layer (18 ms runtime). The MAGMA accuracy becomes even worse in this resolution, with average temperature tracking difference increased to 9.74 °C. This tracking difference is significantly larger than MAGMA with higher resolution 814 × 814 sized system matrices (4.89 °C tracking difference) and the ESN-based method with 50 neurons (1.59 °C tracking difference).

From the observation above, we can see that even with a larger model size (814 × 814), the tracking accuracy of MAGMA (with 4.89 °C average tracking difference) is worse than the ESN MPC-based DTM method (with 1.59 °C average tracking difference). Reducing computing overhead by reducing the model size (46 × 46) brings even larger tracking difference (with 9.74 °C) for MAGMA.

In summary, the experimental results show that the ESN-based leakage-aware thermal model accurately considers the nonlinear effects between leakage and temperature. By integrating this ESN-based thermal model into MPC, the new method outperforms the state-of-the-art leakage-aware DTM method MAGMA in both accuracy and speed.

VI. CONCLUSION

In this paper, we proposed a new leakage-aware DTM method for multicore systems using neural network-based thermal models and improved nonlinear MPC. We show that ESN is better suited for the nonlinear leakage-aware thermal model than the normal RNN since it is able to avoid the exploding gradient induced long-term dependencies problem of RNN in leakage-aware DTM. Based on the new nonlinear thermal model, we further propose a new leakage-aware DTM method called ESN MPC, which integrates the ESN-based thermal model to provide the power adjustment recommendations for the multicore systems. The experimental results show that the new method outperforms the state-of-the-art leakage-aware multicore DTM method in both temperature management quality and computing overhead.
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